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RESUMO

Esta dissertacao, estruturada seguindo o formato multipaper, examina a aplicagao da Inteligéncia
Artificial (IA) e do Business Analytics (BA) em institui¢cdes publicas de ensino superior, com foco
na governanca dos Termos de Execucdo Descentralizada (TEDs), instrumentos voltados a
transferéncia de recursos entre entidades federais e instituicdes de ensino superior. A investigagao
indica a existéncia de problemas persistentes, exemplificados pela fragmentacdo de dados, pela
limitada interoperabilidade entre sistemas (SIAFI, Transferegov e plataformas internas), pelas
lacunas normativas e pelas restricdes na prestacao de contas. O objetivo central foi analisar como
a Inteligéncia Artificial (IA) e o Business Analytics podem ser integrados, de maneira ética € em
conformidade com a legislagdo, ao ciclo dos TEDs, aprimorando a rastreabilidade, a transparéncia
e a eficiéncia. A metodologia aplicada foi de natureza qualitativa e teodrica-propositiva,
englobando revisdo sistematica da literatura — que abrange o intervalo de 2020 a 2024 —, anélise
normativa, benchmarking internacional em governanca algoritmica e estudo institucional da
Universidade de Brasilia (UnB), a qual tem implementado protétipos de painéis financeiros por
meio de dados do SIAFI/Tesouro Gerencial no Power BI. A dissertagdo ¢ composta por trés
artigos: (i) uma analise bibliométrica sobre a aplicacdo da Inteligéncia Artificial (IA) e Business
Analytics na Administragdo Publica; (i1) um diagnostico dos obstaculos tedricos e praticos na
gestdo de tecnologia de dados; e (iii) a formulagdo de diretrizes praticas, distribuidas em quatro
eixos estratégicos: tecnologico, organizacional, normativo e ético-governamental. Os resultados
indicam que as solugdes de Business Intelligence oferecem ganhos imediatos em termos de
eficiéncia e transparéncia, ao passo que modelos preditivos explicaveis tém o potencial de, a
médio prazo, aprimorar a alocagdo de recursos e o controle gerencial, desde que fundamentados
em uma governanga de dados e na corregulagao institucional.

Palavras-chave: Inteligéncia Artificial; Business Analytics; Termo de Execugdo Descentralizada;
Governanca Digital; Accountability.



ABSTRACT

This dissertation, structured in a multipaper format, examines the application of Artificial
Intelligence (AI) and Business Analytics in public higher education institutions, with a focus on
the governance of Decentralized Execution Terms (TEDs) instruments used to transfer resources
between federal entities and universities. The investigation identifies persistent problems,
including data fragmentation, limited interoperability across systems (SIAFI, Transferegov, and
internal platforms), regulatory gaps, and constraints on accountability. The central objective was
to analyze how Al and Business Analytics can be ethically and legally integrated into the TEDs
lifecycle to improve traceability, transparency, and efficiency. Methodologically, the study adopts
a qualitative, theory-oriented and propositional approach, encompassing a systematic literature
review covering 2020-2024, normative analysis, international benchmarking in algorithmic
governance, and an institutional study at the University of Brasilia (UnB), which has been
implementing prototype financial dashboards using SIAFI/Tesouro Gerencial data in Power BI.
The dissertation comprises three articles: (i) a bibliometric analysis of Al and Business Analytics
in public administration; (ii) a diagnostic of theoretical and practical obstacles in data-technology
management; and (ii1) the formulation of practical guidelines organized into four strategic axes:
technological, organizational, regulatory, and ethical-governance. The results indicate that
Business Intelligence solutions deliver immediate gains in efficiency and transparency, while
explainable predictive models have medium-term potential to enhance resource allocation and
managerial control, provided they are grounded in robust data governance and institutional co-
regulation.

Keywords: Artificial Intelligence; Business Analytics; Decentralized Execution Terms; Digital
Governance; Accountability.
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1 INTRODUCAO GERAL

1.1 Contextualizacio

Esta dissertacdo, vinculada ao Programa de Pds-Graduagdo em Gestdo Publica da
Universidade de Brasilia (PPGP/UnB), insere-se na linha de pesquisa “Instrumentos de
Monitoramento e Avaliacdo da Gestao Publica”, com foco na aplicacdo de tecnologias emergentes
— Inteligéncia Artificial (IA) e Business Analytics (BA) — no monitoramento e na prestacao de
contas de Termos de Execucdo Descentralizados (TEDs) em institui¢des de ensino superior

federais.

O trabalho fundamenta-se na ideia de que a modernizagdo da administragdo nas
universidades ndo requer somente a implementacdo de recursos tecnologicos avangados, mas
também que se estabeleca normas éticas, legais e institucionais que sejam solidas e eficazes. Esses
parametros sao essenciais para garantir que as inovagdes realizadas no ambiente académico
resultem em um valor publico que venha a ser reconhecido como legitimo e significativo. Dessa
forma, a adequagdo dessas diretrizes € crucial para que os beneficios das inovacdes possam ser

plenamente usufruidos pela sociedade.

Cabe registrar que as universidades publicas brasileiras ocupam posi¢ao estratégica no
desenvolvimento cientifico e tecnologico. Além de serem responsaveis pela formagao de
profissionais qualificados e pela geracdo de pesquisas de alta relevancia, essas instituigdes também
tém a incumbéncia de gerenciar valores expressivos de recursos publicos. Esses recursos sdao
aplicados em diversos projetos, que envolvem o ensino, a extensdo de atividades académicas, o
desenvolvimento da infraestrutura e a promocdo de parcerias ou cooperagao entre diferentes

instituigdes.

Tendo em vista essa variedade de projetos, gerir de forma eficiente e transparente os
recursos publicos ndo ¢ mero cumprimento burocratico, mas sim um componente essencial para
preservar a legitimidade social das universidades e para fortalecer a confianga da sociedade no

governo (Margetts; Dorobantu, 2019; 2022).

E com isso em mente que este trabalho abordar4 especificamente um dos instrumentos mais
utilizados para aplicacdo desses recursos, os Termos de Execugdo Descentralizada (TEDs), que sdao
regulamentados pela Portaria Interministerial n® 424/2016 e pelo Decreto n°® 10.426/2020 (Brasil,
2016; 2020).

A utilizagdo e a normatizagdo desse instrumento trouxeram avancos em agilidade e
descentralizacdo; contudo, a pratica cotidiana revela fragilidades que comprometem sua eficiéncia,
tais como: (i) fragmentacdo de dados entre sistemas, como SIAFI e Transferegov; (ii) baixa
interoperabilidade entre plataformas; e (iii) auséncia de fluxos de trabalho padronizados.
Adicionalmente, identifica-se uma capacidade limitada de monitorar em tempo real tanto a
execugdo financeira quanto a execugdo fisica dos projetos e atividades. Esses pontos foram
destacados no relatorio do Tribunal de Contas da Unido (TCU) de 2021 e no da Controladoria-

Geral da Unido (CGU) de 2023.
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A Lei Geral de Protecao de Dados Pessoais (LGPD — Lei n° 13.709/2018) introduziu um
arranjo normativo que incide diretamente sobre a governanga dos recursos publicos, ao submeter
o tratamento de dados no ambito das politicas e processos administrativos a principios de
finalidade, adequagao, necessidade, transparéncia, seguranga e responsabilizacao (Brasil, 2018, art.
6°). No setor publico, o tratamento voltado a execucao de politicas puiblicas dispensa consentimento
(art. 7°, III; art. 23), mas condiciona-se a padrdes de governanga que incluem registro das operagdes
(art. 37), defini¢ao de papéis e responsabilidades (art. 41), medidas técnicas e administrativas de
seguranca (art. 46) e gestao de incidentes com comunicacdo a autoridade e aos titulares quando

houver risco ou dano relevante (art. 48). (Brasil, 2018)

Em cenarios de alto risco aos direitos e liberdades (como, por exemplo, quando ha grande
volume de dados, presenca de dados sensiveis, perfilhamento ou apoio algoritmico a decisao),
exige-se a elaboracao de Relatério de Impacto a Protecdo de Dados (RIPD) (art. 38) e a garantia
de revisdo humana significativa em decisdes automatizadas (art. 20). Ademais, o compartilhamento
de dados entre 6rgdos deve ser justificado por finalidade e base legal, com mecanismos de

transparéncia e controle de acessos (art. 26) (Brasil, 2018).

Do ponto de vista operativo, esses comandos implicam que 6rgaos e entidades responsaveis
pela gestdo de recursos, inclusive universidades federais, mapeiem fluxos informacionais de seus
processos (como os TEDs, por exemplo), minimizem a coleta ao estritamente necessario,
documentem a base legal em cada etapa, preservem trilhas de auditoria, promovam anonimizagao
ou pseudonimizacdo em painéis e relatorios publicos e estruturem canais para o exercicio dos
direitos dos titulares (Brasil, 2018, art. 18). Portanto, ao converter tais exigéncias em
procedimentos, controles e evidéncias documentais, a LGPD eleva o patamar de prestacdo de
contas, rastreabilidade e seguran¢a da informagao, qualificando a governanga dos recursos publicos

com critérios verificaveis de conformidade.

Diante desses desafios encontrados para gerir de forma eficiente e transparente os recursos
publicos, tecnologias emergentes como a Inteligéncia Artificial (IA) e o Business Analytics (BA)
destacam-se ndo apenas como simples ferramentas técnicas, mas também como catalisadores de
mudancgas significativas nas estruturas organizacionais. Essas inovagdes tém o potencial de
promover uma verdadeira revolu¢ao na forma como as instituicdes operam e se adaptam as novas

demandas do mercado e da sociedade.

Diversas pesquisas demostram que a implementagdo de novas abordagens pode aumentar a
capacidade analitica dos 6rgdos governamentais, além de promover a integracdo de bancos de
dados que estdo fragmentados; permitir a antecipagdo de possiveis riscos; possibilitar a
identificacdo de padrdes nas execugdes; e, por fim, refor¢ar tanto a transparéncia quanto a

responsabilidade na gestao publica (Wirtz et al., 2019).

Entretanto, ¢ importante ressaltar que tais resultados ndo ocorrem de forma automatica. E
fundamental compreender que, para que esses beneficios sejam alcancados, ¢ necessario um
esforco dedicado e uma série de agdes que contribuam para o seu desenvolvimento. A falta de uma
governanga digital bem definida e transparente pode levar a criagdo de uma opacidade algoritmica,

além de poder incentivar e acentuar preconceitos — o chamado racismo algoritmico — e provocar
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uma séria erosdo da confianca da sociedade. Isso pode acontecer porque, enquanto se mantém a
promessa de oferecer uma maior eficiéncia, ndo se consegue entregar a necessaria legitimidade e

transparéncia nas agoes que utilizam tais tecnologias (Hagendorff, 2020).

Por isso, varios autores argumentam que a inclusdo da Inteligéncia Artificial no ambito do
setor publico precisa ser sustentada por uma base solida de salvaguardas que sejam tanto éticas
quanto regulatorias. Essa abordagem visa garantir que a inovagao tecnologica se harmonize com
os valores e principios da democracia, assegurando que o avancgo das tecnologias nao comprometa

os fundamentos democraticos da sociedade (Arcila, 2024).

Considerando o cenario apresentado, o proposito principal desta dissertacao ¢ analisar de
que maneira a Inteligéncia Artificial (IA) e o Business Analytics podem ser implementados de
forma responsavel e eficiente na administracao de Termos de Execucao Descentralizada (TEDs)
nas instituicoes federais de ensino superior. Para tanto, busca-se desenvolver diretrizes
operacionais que consigam harmonizar a moderniza¢do na gestdo administrativa, o cumprimento

das normas legais vigentes e a aceitacdo por parte da sociedade.

A suposi¢ao fundamental que serve como um guia para a analise € que, ao serem dirigidas
por valores como transparéncia, capacidade de explicacdo e responsabilidade, tais tecnologias tém
o potencial de ndo somente aprimorar e tornar mais eficientes os processos administrativos, mas
também de fortalecer a legitimidade e a confiabilidade das instituigdes publicas. Assim, esses
recursos tecnologicos podem contribuir de maneira significativa para a consolidacdo da ética e da

credibilidade na gestdo das universidades.

Para que se consiga atingir esse objetivo especifico e pretendido, a pesquisa esta estruturada

no formato multipaper:

O primeiro artigo apresenta uma revisao sistematica e uma analise bibliométrica abrangente
da literatura existente, especificamente, no periodo compreendido entre os anos de 2020 e 2024.
Esse estudo tem como objetivo principal identificar tanto as tendéncias emergentes quanto as
lacunas existentes no campo da Inteligéncia Artificial (IA) e dos Grandes Dados (Business
Analytics) aplicados a Administracao Publica. Essa analise busca oferecer uma visdo detalhada e
critica sobre como esses temas estdo sendo explorados, destacando os aspectos que podem

demandar mais investigacao e desenvolvimento académico.

O segundo artigo examina a situagao institucional dos Termos de Execucdo Descentralizada
(TEDs) nas universidades e identifica falhas que comprometem a integragdo de procedimentos e a
rastreabilidade de informagdes e agdes, segundo relatorios do TCU e da CGU. Além disso, o artigo
aponta quais solucdes foram adotadas, por algumas instituicdes de ensino, para monitoramento,
visualizagdo de dados e implementagdo de trilhas de auditoria, a fim de ampliar a transparéncia e
o controle dos processos. Nele, sdo comentadas as solucgdes ja praticadas pela Universidade Federal
do Rio Grande do Norte (UFRN) e pelo Instituto Federal de Sergipe (IFS). Essa abordagem visa
melhorar a efic4cia e a confiabilidade das praticas institucionais dentro das universidades, além de

aplicar a comunicacdo e a informagao por meio de dados.
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Jé o terceiro artigo apresenta uma proposta de um conjunto abrangente de diretrizes praticas
que devem ser implementadas para ajudar a transformagdo digital, organizadas em quatro eixos
fundamentais: tecnoldgico, organizacional, normativo e ético-governamental. Além disso, esse
artigo sugere uma matriz de indicadores de desempenho, comumente conhecidos como KPIs, que
serve como uma ferramenta para direcionar e auxiliar a implementacao de praticas responsaveis de
forma eficaz e eficiente. Essa abordagem visa garantir que as diretrizes sejam adotadas de maneira

consistente, assegurando o monitoramento de resultados de forma adequada.

Assim, as principais contribui¢des deste trabalho sdo, no campo teodrico, conectar a
literatura internacional de governancga algoritmica as especificidades do contexto brasileiro e das
universidades publicas, e, no campo pratico, fornecer um roteiro para a adog¢do de IA e Business
Analytics no monitoramento dos TEDs, partindo da consolidacao de dados de execucao financeira
e orcamentdria em painéis descritivos e chegando até a implementacdo futura de modelos
preditivos explicaveis, com o uso de IA, em conformidade com a LGPD e com a legislacdo de

transferéncias publicas.

Em resumo, pretende-se, com este estudo, traduzir o potencial das tecnologias avangadas
em colaborar com a capacidade institucional do Estado, de forma sustentavel e mensuravel. Para
isso, pretende-se orientar os gestores publicos a integrarem a Inteligéncia Artificial (IA) e o
Business Analytics dentro de um contexto que priorize a ética, a seguranca ¢ a eficicia na sua

aplicagao.

O intuito ¢ promover, com a ado¢do dessas tecnologias, avancos significativos e
substanciais no gerenciamento de Termos de Execugdo Descentralizados, aperfeicoando, entre
outros, a eficiéncia, a transparéncia e a prestacdo de contas. Assim, esta abordagem permite que a
interagdo entre tecnologia e Administragao Publica resulte em melhorias perceptiveis na qualidade

da gestao dos recursos publicos.

1.2 Problema de pesquisa

A gestdao de recursos publicos transferidos por meio dos Termos de Execucao
Descentralizada (TEDs) para as universidades publicas enfrenta dificuldades estruturais
persistentes, que comprometem a eficiéncia administrativa e a prestagcdo de contas. A coexisténcia
de multiplos sistemas de informa¢do — como SEI, SIAFI, SIPAC, Transferegov e Comprasgov,
além de outros sistemas internos —, soma-se a auséncia de fluxos padronizados de processos € a
insuficiéncia de mecanismos de controle integrados, gerando fragilidades de rastreabilidade e de
confiabilidade dos dados, além de erros e distor¢des de informagdes. Tais lacunas ndo se restringem
a obstaculos operacionais, pois afetam diretamente a credibilidade das universidades federais e a
capacidade do Estado gerir os recursos publicos e assegurar transparéncia na alocagdo de recursos

voltados a execucao de politicas publicas estratégicas (TCU, 2021).

Pensar em novas e melhores formas de gerir TEDs ¢ cada vez mais relevante, haja vista que
relatorios dos orgdos de controle — TCU e CGU — tém destacado inconsisténcias contabeis e

documentais que prejudicam tanto a execucdo orcamentario-financeira quanto a qualidade da
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prestacdo de contas. Em paralelo a isso, a Lei Geral de Protecdo de Dados (Lei n° 13.709/2018)
estabeleceu novos padrdes de governanga da informacao, exigindo que a gestdo publica articule
eficiéncia com salvaguardas a privacidade e seguranca dos dados sensiveis (Brasil, 2018). Esse
novo cendrio regulatério amplia a responsabilidade institucional e eleva a complexidade do

processo de prestacdo de contas.

Nesse contexto, os métodos tradicionais de supervisdo mostram-se insuficientes, e
tecnologias emergentes, como Inteligéncia Artificial (IA) e Business Analytics, podem oferecer
alternativas promissoras para integrar bases fragmentadas, identificar padrdes ocultos, prever

riscos e apoiar a tomada de decisdo em tempo real dos gestores.

A literatura internacional tem demonstrado que a aplicagdo dessas tecnologias pode
aumentar a eficiéncia, a transparéncia e a previsibilidade da gestdo publica (Wirtz et al., 2019),
entretanto esses beneficios ndo sdo automaticos. A falta de diretrizes claras de governanca digital
pode resultar em opacidade algoritmica!, em vieses discriminatérios e na erosdo da confianca social
(Hagendorft, 2020). Por isso, diversos autores defendem que a adogao de IA no setor publico deve
ocorrer sob parametros éticos e regulatorios sélidos, alinhados a valores democraticos e de interesse

coletivo (Kubota, 2023).

Diante desse panorama, surge a necessidade de formular solu¢des inovadoras e

responsaveis, que combinem potencial tecnoldgico com legitimidade social.

Este trabalho parte do pressuposto de que a incorporacao de IA e de Business Analytics aos
processos de gestao dos TEDs pode transformar a prestacdo de contas em um processo mais agil,
transparente e auditavel, desde que sejam observadas diretrizes éticas, normativas e institucionais

adequadas.
Assim, a questdo de pesquisa que orienta esta dissertacao ¢€:

Como a aplicacio de Inteligéncia Artificial (IA) e de Business Analytics pode
aprimorar a gestio e a prestacio de contas dos Termos de Execu¢ido Descentralizada em
instituicdes publicas de ensino superior no Brasil, promovendo maior rastreabilidade,

transparéncia e responsabilidade, em consonincia com os marcos regulatorios vigentes?

1.3 Justificativa e relevancia

A justificativa para a presente pesquisa fundamenta-se em quatro dimensdes
complementares: a) cientifica; b) pratica, c) juridico-regulatoria; e d) comparativa, que, juntas,

reforcam a necessidade e a relevancia do estudo.

! Opacidade algoritmica refere-se a dificuldade ou mesmo impossibilidade de compreender o funcionamento interno e
a légica de decisdo de algoritmos complexos, em especial os de Inteligéncia Artificial, o que gera o fendmeno da
“caixa-preta” (black box problem), no qual ndo se sabe como as conclusdes sdo alcangadas. Suas causas incluem a
elevada complexidade técnica, a utilizacdo de propriedade intelectual como justificativa para restricdo de acesso e a
dinamica adaptativa de modelos que evoluem com o tempo. As consequéncias sdo relevantes: comprometem o controle
e o monitoramento, abrem espago para decisOes arbitrarias ou discriminatdrias e suscitam implica¢des éticas e
regulatdrias sérias, sobretudo quando tais algoritmos impactam diretamente a vida das pessoas (Wieringa, 2020).
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Na dimensao cientifica, observa-se que, embora a literatura sobre governo digital, analise
de dados e Inteligéncia Artificial (IA) na Administracdo Publica venha se expandindo nos ultimos
anos, ainda sdao incipientes os estudos que tratam diretamente de instrumentos de execucgdo
or¢amentaria, como os Termos de Execucao Descentralizada (TEDs), especialmente no ambito das

universidades publicas.

Ao articular conceitos de governanca algoritmica com evidéncias institucionais, este
trabalho busca preencher essa lacuna, aproximando a analise tedrica da pratica administrativa e

contribuindo para uma agenda de pesquisa ainda pouco explorada.

Na dimensdo pratica e institucional, as universidades federais administram recursos
expressivos transferidos por meio de TEDs e emendas parlamentares. Contudo, para administrar
esses recursos, elas sofrem com integragdes precarias entre sistemas, fluxos administrativos
heterogéneos e capacidade limitada de monitoramento. Nesse cendrio, diretrizes ¢ modelos
conceituais baseados em IA e Business Analytics podem oferecer ferramentas concretas para
padronizar processos, qualificar dados, reduzir retrabalho e apoiar a tomada de decisdo com

indicadores e trilhas de auditoria (Wirtz ef al., 2019).

Ja a dimensdo juridico-regulatéria serve para reforcar a necessidade deste estudo.
Normativos recentes, como o Decreto n® 10.426/2020 ¢ a Portaria SEGES/ME n° 13.405/2021, em
articulagdo com a Lei Geral de Protecdo de Dados (Lei n°® 13.709/2018), elevam substancialmente
os padrdes exigidos para a gestdo de dados administrativos e financeiros. Por isso, a adogao de
inovagoes tecnologicas torna-se uma condigdo para mitigar riscos de nao conformidade e para
fortalecer a credibilidade das informagdes prestadas aos 6rgdos de controle interno e externo.
Todavia, conforme apontam Arcila (2024) e Kubota (2023), a incorporagdo responsavel de IA no
setor publico exige estruturas normativas transparentes, mecanismos de corregulagdo e

salvaguardas éticas.

Por fim, a dimensdo comparativa evidencia que diferentes orgaos de fiscalizagdo ja
avancaram na adocdo de IA. Os Tribunais de Contas, por exemplo, t€ém utilizado técnicas de
Inteligéncia Artificial, tanto generativas quanto ndo generativas, para auditorias, triagens de
documentos e monitoramento em tempo real, reportando ganhos significativos em eficiéncia e
transparéncia (ATRICON, 2024). A distancia entre esse estagio de maturidade e a realidade das
universidades ressalta uma oportunidade de adaptacdo: se os 6rgaos de controle reconhecem o valor
dessas tecnologias, ¢ legitimo que as instituicdes sob sua supervisdo desenvolvam estruturas

semelhantes, respeitando parametros de protecao e de ética na gestao desses instrumentos.

Em sintese, diante de um cendrio marcado por restrigdes or¢amentarias, escassez de
servidores e crescente pressdo social por transparéncia e responsabilidade, esta dissertagdo busca

oferecer como contribui¢ao:

» Teodrica: integrar literatura, regulamentagdo e praticas institucionais, estruturando uma

abordagem inovadora para o estudo desses instrumentos;

* Prética: apresentar um plano gradual de implementagdo de 1A e Business Analytics que

converta dados financeiros ¢ documentais em evidéncias auditaveis, fortalecendo a eficiéncia, a
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transparéncia e a legitimidade da gestdo universitdria, com base em diretrizes claramente

formuladas.

1.4.1 Objetivo Geral

O objetivo deste estudo ¢ compreender de que maneira a Inteligéncia Artificial (IA) e o
Business Analytics podem ser aplicados, de forma responsavel e eficaz, na gestao e prestagao de
contas de Termos de Execuc¢do Descentralizada (TEDs) em universidades publicas federais,
propondo diretrizes operacionais que promovam maior rastreabilidade, transparéncia e prestacao
de contas, em consondncia com os marcos legais e regulatorios vigentes, € que permitam aos
gestores das unidades e aos gestores de projetos fazer o acompanhamento da execugao financeira

dos recursos destinados a execucao desses instrumentos.

1.4.2 Objetivos Especificos

1. Sistematizar conceitos, principios e dimensdes analiticas do monitoramento de TEDs, a

luz da literatura sobre governo digital e governanca algoritmica.

2. Propor indicadores e quadros de referéncia que possibilitem a avaliacao de desempenho

dos TEDs em termos de execucao financeira, conformidade legal, gestao de riscos e transparéncia.

3. Mapear evidéncias institucionais e benchmarking nacional e internacional sobre a adogao
de 1A e Business Analytics no setor publico, considerando experiéncias de 6rgios de controle e

universidades, bem como diretrizes regulatérias.

4. Formular diretrizes praticas de implementagdo, organizadas em quatro eixos:
tecnologico, organizacional, normativo e ético-governamental, para orientar a adogao responsavel
de IA e Business Analytics na gestdo dos TEDs, assegurando sua aplicabilidade e legitimidade

social.
O alinhamento desta pesquisa com o formato Multipaper, consiste em:
* 0 primeiro artigo refere-se ao Objetivo 1, ao sistematizar conceitos € mapear a literatura;

* 0 segundo artigo dialoga com os Objetivos 2 e 3, ao propor quadros de referéncia e mapear

evidéncias institucionais; e

* 0 terceiro artigo esta diretamente ligado ao Objetivo 4, formulando diretrizes praticas e a

matriz de KPIs que concretizam a contribui¢do da pesquisa.
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2 ARTIGO 1 - TENDENCIAS BIBLIOMETRICAS DA APLICACAO DE INTELIGENCIA
ARTIFICIAL (IA) E BUSINESS ANALYTICS NO SETOR PUBLICO

RESUMO

Este artigo analisa a producao académica sobre o uso de Inteligéncia Artificial (IA) e Business
Analytics na administragdo publica, a partir de uma investigagdo bibliométrica. O objetivo ¢ mapear
tendéncias, identificar autores de destaque, reconhecer topicos emergentes e apontar lacunas na
literatura nacional e internacional divulgada entre 2020 e 2024. A pesquisa utiliza as bases Scopus
e Web of Science, combinando revisdo sistematica e analise cientométrica. Os resultados mostram
um crescimento expressivo das publicacdes entre 2020 e 2023, seguido de desaceleragdo em 2024,
interpretada como sinal de amadurecimento do campo, com maior énfase em estudos empiricos,
avaliacdes de impacto e debates normativos. Destacam-se temas como Inteligéncia Artificial
Explicavel (XAI), governanca algoritmica, transparéncia e responsabilidade digital, que ampliam
a discussao para além das dimensdes técnicas, incorporando aspectos €ticos, juridicos e politicos.
Os achados apontam cinco eixos centrais: (i) governanca algoritmica e explicabilidade (XAI); (i1)
interoperabilidade e qualidade de dados; (ii1) gestdo de riscos e conformidade (LGPD/NIST); (iv)
capacitagdo e cultura de dados; e (v) transparéncia e controle social. Esses eixos oferecem um guia
direto para aprimorar a gestdo de TEDs em universidades publicas, orientando a padronizagdo de
dados (SEI-SIAFI-SIPAC-Transferegov), a revisao humana significativa e o uso de indicadores
de processo e prestacao de contas. Ao consolidar essas evidéncias, o estudo contribui para o debate
sobre transformacdo digital no setor publico e oferece subsidios tedricos e metodologicos para
politicas orientadas por dados, em consondncia com transparéncia, eficiéncia e governanga
democratica.

Palavras-chave: Inteligéncia Artificial; Grandes Dados; Gestdo publica; Bibliometria;
Transparéncia Algoritmica.

ABSTRACT

This article analyzes the academic literature on Artificial Intelligence (Al) and Business Analytics
in public administration through a bibliometric investigation. The aim is to map trends, identify
prominent authors, highlight emerging topics, and point out gaps in national and international
research between 2020 and 2024. The study draws on the Scopus and Web of Science databases,
combining systematic review and scientometric analysis. The results reveal significant growth in
publications between 2020 and 2023, followed by a slowdown in 2024, interpreted as a sign of the
field’s maturation, with greater emphasis on empirical studies, impact assessments, and regulatory
debates. Key topics include Explainable Artificial Intelligence (XAl), algorithmic governance,
transparency, and digital accountability, which broaden the discussion beyond technical
dimensions to include ethical, legal, and political aspects. The findings point to five core axes: (i)
algorithmic governance and explainability (XAI); (i1) interoperability and data quality; (iii) risk
management and compliance (LGPD/NIST); (iv) capacity building and data-driven organizational
culture; and (v) transparency and social accountability. These axes provide a direct roadmap to
enhance the management of Decentralized Execution Terms (TEDs) in public universities, guiding
data standardization (SEI-SIAFI-SIPAC-Transferegov), meaningful human oversight, and the use
of process and accountability indicators. By consolidating this evidence, the study contributes to
the debate on digital transformation in the public sector and offers theoretical and methodological
insights for data-driven public policies aligned with transparency, efficiency, and democratic
governance.

Keywords: Artificial Intelligence; Business Analytics; Public Administration; Bibliometrics;
Algorithmic Transparency.
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2.1 Introducio

A administrag¢do publica contemporanea lida com um cendrio caracterizado pelo aumento
das exigéncias sociais, pela rigidez das limitagdes fiscais, pela celeridade das inovagdes
tecnoldgicas e por frequentes instabilidades institucionais. Em vista dessa situacdo, os gestores
publicos sdo impulsionados a assegurar resultados mais eficientes, transparentes e responsaveis,
mesmo quando inseridos em estruturas ainda focadas em atributos burocraticos € com limitada
flexibilidade organizacional — estruturas e processos rigidos que dificultam a adaptacdo a

mudangas e novas situacdes, como crises ou demandas de mercado.

Entre as abordagens aptas a lidar com essas tensoes, se destacam as inovagdes tecnoldgicas,
com alto potencial de transformagdo e alteragdao do status quo, as quais englobam a Inteligéncia
Artificial (IA) e o Business Analytics. Além de atuarem como ferramentas de automac¢do ou de
redu¢do de despesas, esses recursos promovem novas oportunidades para pesquisa, monitoramento
e desenvolvimento de politicas publicas, ao reforgar a capacidade preditiva do Estado e alinhar a
atuacao governamental com as demandas reais da sociedade. A utilizacao abrangente de dados, em
conjunto com algoritmos que conseguem aprender e se adaptar, compdem nao apenas um progresso

tecnologico, mas um elemento estratégico de transformagao institucional.

Diante dessas oportunidades, essa perspectiva tem atraido a atencdo da comunidade
cientifica. O aumento do nimero de pesquisas voltadas ao estudo da Inteligéncia Artificial (IA) e
do Business Analytics, no ambito da administragdo publica, evidencia tanto as possibilidades
quanto os desafios associados a sua implementagdo. Embora estudos realizados em paises como
Estonia, Reino Unido, Franca e Estados Unidos indiquem avangos na acessibilidade de servicos,
na administragio de recursos e na elaboragio de politicas adaptativas?, pesquisas focadas nos paises
em desenvolvimento destacam desafios estruturais como: fragilidade na regulacao; infraestrutura
tecnologica insuficiente; auséncia de profissionais qualificados. e descoordenacdo entre sistemas
de informagao. Essas limita¢des prejudicam a institucionalizagdo dessas tecnologias e mantém a

lacuna entre a narrativa da inovagao e a sua verdadeira integracao nas praticas administrativas.

No Brasil, a Estratégia Brasileira de Inteligéncia Artificial (EBIA) e outras acdes
normativas indicam o empenho governamental em integrar a Inteligéncia Artificial na
administragdo publica. Entretanto, as pesquisas que relacionam esse debate as peculiaridades da
administracdo de universidades publicas, especialmente no que tange a gestdo de Termos de
Execugao Descentralizada (TEDs) — que sdo ferramentas essenciais para viabilizar projetos de
politicas publicas nas areas de ciéncia, tecnologia, infraestrutura e ensino —, ainda se encontram
em fase inicial. Todavia, embora esse tema seja pouco investigado pela literatura, ele possui
consideravel importancia institucional, haja vista que envolve a utilizagdo intensiva de recursos
publicos e atende a requisitos de rastreabilidade e responsabilidade, estando, portanto, em

conformidade com a Lei Geral de Prote¢dao de Dados (Lei n°® 13.709/2018).

2 Politicas adaptativas podem ser compreendidas como estratégias dinamicas ¢ flexiveis, concebidas para lidar com
incertezas e mudancas de contexto. Diferem de planos rigidos, pois incorporam mecanismos de monitoramento
continuo e de ajuste incremental, permitindo que agdes e diretrizes sejam revisadas ao longo do tempo, de modo a
assegurar a efetividade dos objetivos propostos (May, 2022).
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E nesse contexto que se insere o presente artigo. Ao realizar o mapeamento e a anélise da
produgdo cientifica relacionada a utilizacdo de Inteligéncia Artificial (IA) e de Business Analytics
na administragdo publica, espera-se nao apenas reconhecer tendéncias temadticas, autores e
conceitos fundamentais, mas também evidenciar lacunas que prejudicam a utilizacdo dessas
tecnologias em 4reas essenciais, como a gestao financeira das universidades federais e a gestdao de
Termos de Execucdo Descentralizados (TEDs). A singularidade deste estudo reside na conexao
entre o debate global acerca do governo digital e as especificidades do cenario brasileiro,
proporcionando uma analise critica e aplicavel que pode apoiar tanto a elaboragao tedrica quanto a

inovagao pratica.

A pesquisa tem como ponto de partida a seguinte questdo orientadora: Como a literatura
sobre o uso de IA e Business Analytics no setor publico pode orientar a governanca dos TEDs

em universidades federais, resultando em diretrizes e indicadores aplicaveis a UnB?

A resposta a essa questdo requer uma abordagem que transcenda a simples contagem da
producdo académica, ligando os dados bibliométricos a uma andlise critica acerca dos desafios,

limitagdes e possibilidades de aplicacao dessas tecnologias no ambito do setor publico.

Dessa forma, o presente artigo busca apresentar uma nova perspectiva, ao destacar um
campo ainda pouco investigado: a intersec¢@o entre Inteligéncia Artificial e Business Analytics na
gestdo financeira das universidades publicas e, por consequéncia, na execucdo descentralizada de
créditos orcamentarios. Para tanto, o artigo pretende sugerir uma fundamentagdo conceitual que
promova tanto o progresso da pesquisa académica quanto a formulacao de estratégias éticas e

sustentaveis para inovacao na administracao.

Assim, o artigo estd organizado da seguinte maneira: na segunda se¢do, ¢ apresentado o
referencial tedrico, que explora governo digital, prestacio de contas e ética da Inteligéncia
Artificial; a terceira secdo expde a estratégia metodologica utilizada, que combina revisao
bibliografica e analise bibliométrica; a quarta se¢dao analisa os principais resultados, ressaltando
tendéncias, autores relevantes e lacunas na literatura; e, finalmente, a quinta secdo consolida as
consideragdes finais, resumindo as contribui¢des do estudo e indicando dire¢des para pesquisas

futuras e praticas no ambito da gestdao universitaria.

2.2 Referencial Teorico

A adocgdo de tecnologias digitais, como a Inteligéncia Artificial (IA) e o Business Analytics,
tem produzido uma transformagdo exemplar na gestdo publica, reconfigurando processos de
planejamento, administracdo e supervisdo. Mais do que a simples digitalizacdo de rotinas, trata-se
da emergéncia de novas formas de organizacdo institucional e de interagdo entre Estado e
sociedade, mediadas por sistemas capazes de processar grandes volumes de dados e de realizar
aprendizagem continua (Margetts; Dorobantu, 2022). Nesse sentido, a digitalizacdo da
administragdo publica ndo se resume a automagdo de servigos, mas a uma governanga responsiva,
orientada por evidéncias, transparente € comprometida com a prestacao de contas (Gil-Garcia et

al., 2018).
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Algumas experiéncias internacionais reforcam essa perspectiva. A Estonia consolidou-se
como referéncia global ao desenvolver um ecossistema digital integrado, baseado em
interoperabilidade® e confianga institucional, enquanto paises como o Reino Unido e a Franca
avangaram na formulacdo de marcos regulatorios e na criacdo de comités de ética voltados a
supervisao da aplicacdo da IA em politicas publicas (Wirtz et al., 2019). Esses exemplos mostram

que inovagao tecnologica e governanca caminham juntas, lado a lado.

Na América Latina, as iniciativas de paises como Chile e Uruguai indicam avangos em
governo digital e na abertura de dados, mas ainda enfrentam barreiras ligadas a baixa infraestrutura,
a regulamentacdo e a capacitacao de servidores (Arcila, 2024). O Brasil, por sua vez, permanece
diante dos desafios de superar a baixa interoperabilidade dos sistemas e de consolidar estratégias

de governanca digital que garantam a sustentabilidade de projetos tecnoldgicos no setor publico.

Se, por um lado, a incorporacao dessas tecnologias amplia as possibilidades de eficiéncia
administrativa, por outro, traz a luz dilemas éticos e juridicos. Floridi (2018) adverte que algoritmos
opacos ameacam a legitimidade das decisdes publicas, tornando indispensdvel a adocdo de
mecanismos de explicabilidade e monitoramento. Arrieta et al. (2019) complementam essa
interpretagdo ao defenderem o conceito de transparéncia algoritmica, que € tornar compreensiveis

os sistemas inteligentes ndo apenas para especialistas, mas também para gestores e cidadaos.

Essa discussdo conecta-se ao conceito de responsabilidade algoritmica (algorithmic
accountability), formulado por Diakopoulos (2016), segundo o qual sistemas digitais devem ser
auditaveis, justos e estar em conformidade com direitos fundamentais. Nesse mesmo sentido,
Hagendorff (2020) alerta que, na auséncia de marcos regulatorios consistentes, a [A pode

reproduzir vieses e enfraquecer a confianca publica.

A literatura aplicada demonstra que 1A e Business Analytics ja tém sido empregados em
areas relevantes da administragdo publica, como deteccao de fraudes, avaliacdo da efetividade de
politicas e previsao de riscos financeiros (Wirtz et al., 2019). Contudo, tais avancos dependem da
existéncia de marcos regulatorios robustos e da observancia de normativas especificas, como a Lei
Geral de Protecdo de Dados (Lein® 13.709/2018) que estabelece principios de finalidade, seguranca

e responsabilizacao no tratamento de dados pessoais no Brasil.

Kubota (2023), ao comparar experiéncias regulatorias no Japao, Reino Unido e EUA,
demonstra que esses paises buscam equilibrar inovagdo tecnoldgica com protecdo de direitos,

enquanto o Brasil ainda caminha para consolidar uma governanga algoritmica madura.

Cabe pontuar que essa discussdo se integra também a agenda internacional de
desenvolvimento sustentavel, que vincula inovagdo tecnoldgica a legitimidade institucional. Os
Objetivos de Desenvolvimento Sustentavel (ODS) refor¢cam essa articulagdo: o ODS 9, ao tratar de
inovacao e infraestrutura; o ODS 16, ao enfatizar institui¢des eficazes e transparentes; e o ODS 17,
ao valorizar a cooperagao multilateral. Logo, esses ODS estabelecem parametros normativos para

que a transformacao digital seja ética, inclusiva e socialmente aceita (OCDE, 2019).

3 Interoperabilidade é a capacidade de dois ou mais sistemas, equipamentos ou organizagdes trabalharem juntos e
trocarem informagdes de forma eficaz e eficiente, sem impedimentos ou necessidade de reprogramacao.
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Apesar desse panorama, ainda existe uma lacuna significativa no que diz respeito a
aplicacdo de IA e de Business Analytics no contexto das universidades publicas brasileiras. Embora
orgaos de controle, como os Tribunais de Contas, ja utilizem IA em auditorias € monitoramentos,
alcancando ganhos de eficiéncia, economia de recursos e reducao de tempo processual (ATRICON,
2024), modelos especificos voltados para a realidade das instituicdes federais de ensino

permanecem em estagio inicial.

O panorama bibliométrico revela escassez de estudos que conectem diretamente essas
tecnologias a administragdo de Termos de Execucdo Descentralizada (TEDs), instrumentos
fundamentais para viabilizar projetos de ensino, pesquisa e extensdo. Essa lacuna evidencia a
necessidade de desenvolver referenciais tedricos e praticos que articulem inovagdo tecnoldgica,
¢ética digital e governanga publica, de modo a fortalecer a transparéncia, a rastreabilidade e a

legitimidade da gestdo universitaria.

Quadro 1 — Sintese dos principais autores e contribuigdes para o referencial tedrico

Relacio com a pesquisa sobre TEDs, IA e

Autor(es) / Ano Contribuicao principal Business Analytics

Destacam que os beneficios da IA na gestdo

Margetts; eqs e o Fundamenta a necessidade de diretrizes
publica ndo sdo automaticos, dependendo de X . o
Dorobantu, RN o adaptadas a realidade das universidades, na qual
contextos institucionais sélidos e de |, , o . o
2019 ha fragilidade organizacional e regulatoria.
estruturas de governanga.
Wirtz et al Analisam oportunidades e riscos douso de IA | D4 base para a aplicagdo de IA ¢ Business
2019 ? no setor publico, apontando impactos em | Analytics em TEDs, justificando o foco em
eficiéncia, transparéncia e participagao. rastreabilidade e accountability.
Explora o conceito de governanga | Apoia aformulacdo de diretrizes normativas e a
Clarke, 2019 algoritmica e o papel do Estado em regular | incorporacdo de salvaguardas juridicas no uso
tecnologias emergentes. de TA em TEDs.
Propde principios éticos para IA, destacando | Sustenta o eixo ético-governamental das
Floridi, 2018 a importancia da explicabilidade e da | diretrizes para TEDs (transparéncia
supervisdo humana. algoritmica, XAl, accountability).
Diakopoulos Desenvolve o conceito de algorithmic | Fundamenta a proposta de trilhas auditaveis e
2016 P ’ accountability, enfatizando a necessidade de | indicadores como salvaguardas na gestdo digital
auditoria e transparéncia nos algoritmos. dos TEDs.
. . . I Justificam a incorpora¢do de mecanismos de
Hagendorft, Discutem riscos de vieses algoritmicos e . rporagao .
. . s revisdo humana e mitigagdo de riscos nos
2020 erosdo da confianga social na IA publica.

processos.
Apoia o eixo normativo, sugerindo que
universidades e orgdos de controle possam
corregular o uso de IA em TEDs.

Estudo comparativo sobre regulacdo da IA no | Oferece base regulatoria para alinhar a gestao
Kubota, 2023 Japao, Reino Unido e EUA, com li¢des para | de TEDs com boas praticas internacionais de
0 Brasil. governanca.

Propde o modelo MAIA (Metamodelo de Inspira a criagdo da Matriz de KPIs para gestdo

Accountability para Inteligéncia Artificial). gicm;l;z];:cg?}i ty iieigoigla ndo a  dimensdo de

Diretrizes praticas para uso de IA nos | Demonstra a viabilidade de adogdo de IA no
Tribunais de Contas, aplicadas a auditorias e | setor publico brasileiro, sendo um benchmark
monitoramento em tempo real. para universidades.

Analisa a corregulagdo digital e o papel das

Arcila, 2024 agéncias publicas na regulagdo da IA.

Padovan, 2023

ATRICON,
2024

Fonte: elaborado pela autora.

Assim, a fundamentagdo teodrica elaborada neste trabalho proporciona nao apenas a base
conceitual para a andlise bibliométrica, mas também um arcabougo critico capaz de relacionar
tendéncias globais as particularidades brasileiras. A finalidade ¢ evidenciar que a implementacao
de Inteligéncia Artificial (IA) e Business Analytics no setor publico precisa ser entendida como um
processo institucional complexo, no qual ¢ preciso interconectar tecnologia, ¢ética e

responsabilidade, principalmente em temas estratégicos como a gestao universitaria e a de TEDs.
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2.3 Estratégia Metodoldgica: Revisiao da literatura e Analise Bibliométrica

Este artigo desenvolve uma revisdo bibliografica integrativa/narrativa com analise
bibliométrica, de cardter exploratdrio-descritivo, ancorada em Lakatos e Marconi (2017) — no
planejamento da busca, leitura sistematica e categorizagdo — e em Cellard (2008) — na analise
documental guiada por autenticidade, credibilidade, representatividade e significado.
Reconhecendo o desenho ndo sistematico, adotam-se praticas de transparéncia tipicas de revisoes
integrativas/narrativas, como: documentacdo literal das consultas, critérios explicitos de
inclusdo/exclusao, fichamento I.S.E.A. e trilha de replicagdo dos passos de processamento e analise

(Snyder, 2019).

O corpus analitico principal foi construido na Web of Science — Core Collection (WoS),
com recorte temporal 2020-2024, idiomas inglés e portugués, e restricao aos tipos Article e Review.
Para checagens de robustez (cobertura e sensibilidade dos termos), foi consultada a Scopus,
mantendo-se, contudo, a WoS como base analitica reportada. Para evitar viés disciplinar, ndo se
aplicaram filtros de 4rea a priori. As buscas foram executadas no campo Tépico (TS), combinando
operadores booleanos e truncamentos a partir de descritores-nticleo do objeto: EN: (‘“artificial
intelligence” OR “machine learning” OR “business analytics””) AND (“public administration” OR
“public sector” OR government) AND (governance OR “algorithmic governance” OR
accountability). PT: (“inteligéncia artificial” OR “aprendizado de maquina” OR “andlise de
negdcios”) AND (“administragdo publica” OR “setor publico” OR governo) AND (governanga OR
“governanga algoritmica” OR accountability). Para cada execugdo, registraram-se string literal,
filtros ativos, data/hora e numero de resultados (log de busca). Os registros foram exportados em
CSV e BibTeX, preservando campos essenciais: titulo, autores, afiliagdes, ano, periddico, author

keywords e Keywords Plus, resumo, DOI e referéncias citadas.

A deduplicagao foi realizada por DOI (padronizado em minusculas e sem prefixos/URLs).
Na auséncia de DOI, aplicou-se chave composta (titulo normalizado + ano + primeiro autor), com
verificagdo manual em casos limitrofes. Em seguida, procedeu-se a harmonizacdo de metadados:
padronizacdo de nomes de autores (iniciais), agregacao de variantes de afiliacdes e uniformizagao
de palavras-chave. Para sustentacdo semantica, elaborou-se um thesaurus (.txt) com
sindnimos/equivaléncias (p.ex., A.L > artificial intelligence; machine-learning > machine learning;
public sector > public administration) e uma lista de stopwords gerais e de dominio (p.ex., study,

approach, case, impact).

O processamento foi realizado no VOSviewer (v1.6.20), importando os arquivos WoS ja
limpos. O material foi examinado por quatro angulos complementares: (i) mapa temdatico por
coocorréncia de author keywords e Keywords Plus (limiar padrdo de >5 ocorréncias, testado
também em 4 e 6 para robustez e com aplicagao do thesaurus); (ii) coautoria (padrdes colaborativos
e comunidades regionais); (iii) citagdes (documentos e periddicos de maior influéncia); e (iv)

acoplamento bibliografico (proximidade tematica por referéncias compartilhadas).

A leitura dos clusters privilegiou a coeréncia com o problema de pesquisa. O mapa

tematico, em conjunto com as redes de coautoria, citacdes € acoplamento, orientou a identificagao
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de eixos recorrentes — governanca algoritmica; explicabilidade (XAl); accountability e
transparéncia; governanca/qualidade de dados; e aplicagdes analiticas em gestdo publica —, suas
intersegoes e lacunas. A critica documental — informada por Cellard (2008) — considerou
contexto de producdo, finalidade e credibilidade metodoldgica; a luz de Lakatos e Marconi (2017),

integrou-se a categorizacgao tedrica dos eixos.

2.4 Resultados e Analise Bibliométrica

A partir do corpus construido na Web of Science — Core Collection, processado no
VOSviewer (Van Eck; Waltman, 2010) conforme os parametros descritos na Se¢ao 2.3, obteve-se
um panorama consistente da producdo sobre IA e Business Analytics na administragao publica. O
conjunto final reuniu 904 artigos ap6s deduplicacdo e triagem por pertinéncia tematica, a partir de
1.261 registros inicialmente recuperados; nesse percurso, 246 entradas foram removidas por
duplicidade e 111 por insuficiéncia de aderéncia ou metadados, mantendo-se a rastreabilidade por
meio dos /ogs de busca e da planilha de triagem. Embora Scopus e SciELO tenham sido consultadas
para ampliar a sensibilidade na fase exploratoria, a WoS permaneceu como base de referéncia,

devido a qualidade e uniformidade dos metadados e a compatibilidade com o pipeline de analise.

No recorte temporal (2020-2024), observou-se crescimento acentuado entre 2020 e 2023,
seguido de leve reducao em 2024. Essa oscilagdo nao sugere declinio do tema, mas sim efeitos de
indexagdo no ano mais recente ¢ uma mudanga de perfil dos estudos — de levantamentos
exploratdrios para pesquisas empiricas € normativas com foco em impacto, risco e regulagdo. Os
mapas de coocorréncia (autor keywords + Keywords Plus, limiar >5; testes em 4 e 6 confirmaram
estabilidade) revelaram trés nucleos tematicos articulados: (i) inovagdo tecnologica e eficiéncia
administrativa; (i1) ética algoritmica e governanca digital; (ii1) transparéncia e responsabilizagao.
Entre os termos com maior centralidade e densidade destacaram-se inteligéncia artificial, business
analytics, transparency, ethics e governance, indicando que o debate transcende o uso instrumental
de tecnologias e se desloca para valores democraticos e legitimidade institucional (Jobin; Ienca;

Vayena, 2019).

As redes de coautoria evidenciaram hubs institucionais e blocos regionais de colaboracao,
com maior concentracdo em paises europeus € norte-americanos e participacdo crescente da
América Latina, ainda que distribuida de forma desigual. As andlises de citagcdes e acoplamento
bibliografico apontaram documentos e periddicos-ancora, bem como comunidades discursivas que
sustentam as trés frentes tematicas identificadas. Em conjunto, os resultados bibliométricos
corroboram a leitura documental conduzida na metodologia: hd uma agenda que combina
capacidade analitica e arranjos de governanca (dados, processos, salvaguardas) com exigéncias
¢éticas e de accountability, alinhando-se a trajetdrias internacionais de regulagdo e impacto social

dos sistemas algoritmicos.
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Tabela 1 — Autores mais citados na literatura sobre IA e setor publico

Autor Area de estudo Citacoes H-Index
Floridi, 2018 Etica digital e XAI 1.200 45
Wirtz et al., 2019 IA no setor publico 980 38
Jobin et al., 2019 Governanga algoritmica 850 30

Fonte: Elaborada pela autora.

A analise de impacto destacou como autores centrais: Luciano Floridi (2018), referéncia
em ¢tica digital e IA explicavel (XAIl); Wirtz, Weyerer e Geyer (2019), que investigaram desafios
e oportunidades da IA no setor ptblico; e Jobin, Ienca e Vayena (2019), responsaveis por diretrizes
éticas de alcance global. Complementarmente, Arrieta et al. (2020) consolidaram o conceito de
XALI (Inteligéncia Artificial Explicavel), reforgando a importancia da auditabilidade dos sistemas

inteligentes.

A rede de coautoria mostrou concentra¢cdo da producdo académica em centros da Europa e
dos Estados Unidos da América, revelando uma lacuna importante: a escassez de contribui¢des da
América Latina, regido em que a implementacdo de IA e Business Analytics ainda enfrenta
barreiras relacionadas a infraestrutura, regulamentacdo e capacidade institucional (ATRICON,

2024). Essa assimetria refor¢a a necessidade de estudos aplicados ao contexto brasileiro.

Figura 1- Rede de coautoria e autores com maior nimero de citagdes
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Fonte: Elaborada pela autora.

A andlise tematica evidenciou a ascensdo de topicos como governanga da IA, ética digital
e accountability algoritmica, contrastando com a estabilidade de temas ja consolidados da
administragdo publica. Essa evolucdo indica uma expansdo conceitual que conecta preocupacdes
técnicas com dilemas normativos e sociais, demonstrando que a literatura caminha para integrar

inovagao tecnoldgica e valores democraticos (Margetts; 2022).
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Tabela 2 — Indicadores bibliométricos por tema

Toépico Publicagoes inl;ll;x ilﬁ:i(;l mcé‘iit;i(;):fm Classificacao
Al Governance 521 46 2018 4,50 Topico relevante
Al Ethics 9.772 150 1960 2,83 Topico emergente
Public Transparency 104 15 2018 2,50 Topico emergente
Algorithmic Accountability 16 8 2019 1,60 Em consolidagéo
Public Management 510 41 1994 1,37 Topico consolidado
Big Data 210 38 2013 3,45 Tépico relevante
Public sector innovation 5.128 113 1997 2,57 Topico emergente

Fonte: Elaborada pela autora.

De maneira transversal, emergiram quatro dimensdes de desafios estruturais: a) os
normativos, relacionados a auséncia de marcos regulatorios consistentes, especialmente em paises
em desenvolvimento; b) os tecnoldgicos, relativos a baixa interoperabilidade entre sistemas e a
existéncia de infraestrutura fragil; c) os institucionais, ligados a escassez de profissionais
capacitados e a dependéncia de fornecedores externos; e d) os culturais, relacionados a resisténcia
organizacional e aos receios em relacao a vieses algoritmicos (Hagendorft, 2020). Esses desafios
reforcam que o problema da adogdo de IA no setor publico ndo se limita ao campo técnico, mas

envolve também arranjos institucionais e culturais que propiciem legitimidade a inovagao.

Quadro 2 — Sintese dos principais desafios identificados na literatura

Dimensao Desafios centrais identificados

Auséncia de marcos regulatorios consistentes em paises em desenvolvimento; fragmentagao
Normativos de normas sobre dados e protegdo da privacidade; lacunas na regulagdo da governanca
algoritmica.

Baixa interoperabilidade entre sistemas; insuficiéncia da infraestrutura digital; dificuldade em
Tecnolégicos integrar bases heterogéneas de dados; falta de padrdes técnicos de transparéncia e
explicabilidade.

Escassez de profissionais capacitados; dependéncia de fornecedores externos; fragilidade de
Institucionais arranjos de governanga digital; resisténcia de 6rgdos de controle em adotar metodologias
preditivas.

Resisténcia organizacional a inovagdo; baixa cultura de uso de dados nas decisdes publicas;

Culturais receio social quanto ao viés algoritmico e a opacidade dos processos de decisdo automatizados.

Fonte: Elaborado pela autora.

Por fim, a rede de coocorréncia de palavras-chave, processada no VOSviewer, confirmou a
centralidade de trés nucleos emergentes: 1A Explicavel (XAl), Machine Learning e Big Data. Essa
triade evidencia uma complementaridade entre si: o Big Data fornece insumos, o aprendizado de
maquina processa padroes e a XAl assegura a transparéncia. Essa articulag@o entre os trés nticleos
¢ especialmente relevante para a gestao de TEDs, instrumentos que exigem integragdo de sistemas,

rastreabilidade financeira e conformidade com a LGPD (Brasil, 2018).
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Figura 2 — Mapa de coocorréncia de Palavras-chave na literatura sobre IA e gestdo publica
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Fonte: Elaborada pela autora.

Em sintese, os achados indicam que a literatura internacional a respeito desse tema esta em
fase de consolidagdo, avancando de andlises descritivas para debates sobre ética, regulagdo e
accountability. Contudo, persiste um descompasso regional: paises europeus e norte-americanos
dispdem de estruturas normativas e tecnoldgicas mais maduras, enquanto na América Latina ainda
prevalece a caréncia de estudos empiricos e de estratégias consistentes (Arcila, 2024). Essa
assimetria refor¢a a necessidade de diretrizes especificas para o contexto brasileiro, em especial
para a aplicagdo dessas tecnologias na gestdo de TEDs em universidades publicas, uma vez que a
fragmentacdo de dados, a baixa interoperabilidade e as exigéncias de compliance tornam
indispensavel a adocao de solucdes de 1A e Business Analytics que sejam explicaveis, auditaveis e

socialmente legitimas (Padovan, 2023).

2.5 Taxa de Crescimento das Publicacoes Sobre Inteligéncia Artificial

O avanco recente da producao académica sobre o uso de Inteligéncia Artificial (IA) na
administragdo publica evidencia o crescente interesse de pesquisadores pelo tema. Nos ultimos
anos, a IA deixou de ser tratada como uma mera promessa futura e passou a constituir um elemento
central nos debates sobre inovacdo e modernizacdo da gestdo publica. Seu potencial para
transformar praticas administrativas, aprimorar processos € ampliar a capacidade analitica do

Estado tornou-se um dos pilares da agenda contemporanea de reforma institucional.

Para compreender esse movimento, realizou-se uma analise temporal da produgdo cientifica
registrada na base Web of Science (WoS), com foco nos descritores Artificial Intelligence, Machine
Learning e Business Analytics. O intervalo de 2020 a 2024 foi selecionado por corresponder ao
periodo de maior intensificacdo das discussdes sobre IA no setor publico, alinhado a politicas
nacionais, como a Estratégia Brasileira de Inteligéncia Artificial (EBIA, 2021) e, mais

recentemente, o Plano Brasileiro de Inteligéncia Artificial (PBIA, 2024-2028), bem como a
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diretrizes internacionais sobre o uso ético de tecnologias emergentes. A evolucgdo foi avaliada por
meio da Taxa Composta de Crescimento Anual (CAGR)* que estima a variagio média de
publicacdes em determinado intervalo, equilibrando flutuagdes anuais e destacando a tendéncia
geral. Os dados, apresentados na Tabela 3, indicam uma trajetéria de expansao entre 2020 e 2023,

seguida por reducdo em 2024:

Tabela 3 — Numero de publicagdes sobre A por ano (2020-2024)

Ano Publicacoes
2020 1.120
2021 1.266
2022 1.305
2023 1.312
2024 966

Fonte: Elaborada pela autora.

Calculo da taxa (CAGR 2020-2024).

Usou-se a formula:

N. 1
CAGR = (2242 -1
2020
com N,g59 = 1120e Nypys = 966. Assim,
966 1
CAGR = (1120)4 —1=~(0,8625)%%5 -1~ —0,0363 = —3,63%.

O resultado sinaliza redu¢do média anual no periodo, o que ndo implica perda de relevancia
do tema, mas sugere consolidacdo da agenda: diminui o volume de estudos
introdutorios/exploratérios e cresce a €nfase em investigacdes empiricas densas, avaliagdes de
impacto e aperfeicoamento metodoldgico (Stahl e al., 2023). Essa tendéncia ¢ ilustrada no Grafico

1.

Grafico 1 - Evolugdo das publicagdes sobre Inteligéncia Artificial (WOS)
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A reducdo em 2024 pode estar associada a multiplos fatores, como: redefini¢do das
prioridades de financiamento publico; especializacdo tematica da producdo cientifica; e/ou
deslocamento de publicagcdes para meios alternativos de divulgacdo, como conferéncias,

repositorios institucionais e relatérios técnicos, nem sempre indexados em bases tradicionais.

No contexto da administracdo publica, tal deslocamento pode representar um
amadurecimento do campo, que passa a dar maior énfase em estudos de caso, em analises
regulatdrias e em avaliagdes institucionais. Nesse cendrio, marcos normativos e €ticos assumem
um papel central, refletindo a transi¢ao do entusiasmo inicial pela IA para uma abordagem mais

critica, responsavel e conectada as praticas concretas de gestao.

2.6 Consideracoes Finais

A avaliacdo da trajetoria da producdo académica sobre o uso de Inteligéncia Artificial (IA)
e Business Analytics na administragao publica revelou ndo apenas a quantidade de artigos
publicados, mas também o ritmo com que esse campo se expande, se transforma ou se consolida

ao longo do tempo.

Para sintetizar a evolugdo anual das publicag¢des no periodo 2020-2024, foi calculada a taxa
de crescimento anual composta (CAGR) do corpus analitico. Os totais anuais foram obtidos apos
deduplicagdo (DOI/chave composta) e aplicacao dos filtros de inclusao/exclusdo descritos na se¢ao
metodologica. A CAGR ¢ apresentada em pontos percentuais € complementa a andlise descritiva
do Gréfico 1, permitindo inferir a tendéncia média de crescimento suavizada ao longo do periodo,
mitigando oscilagdes pontuais de anos com base pequena. E importante notar que a CAGR resume

tendéncias médias e ndo substitui a leitura das variagdes anuais absolutas.

O processo de consolidagao observado indica que IA e Business Analytics nao devem ser
compreendidos apenas como recursos de otimizagdo técnica, mas como ferramentas estratégicas
de governancga, capazes de transformar a forma como o Estado organiza, implementa e avalia
politicas publicas. O mapeamento bibliométrico mostra que, apesar de avangos conceituais e
metodoldgicos, persiste a dificuldade de converter conhecimento em praticas institucionais solidas

e adaptadas as restrigdes do setor publico.

No contexto brasileiro, a reducdo observada em 2024 pode ser interpretada como uma janela
de oportunidade para reorientar a agenda de pesquisa, aproximando a producdo académica das
demandas da gestdo publica. Esse movimento demanda maior interacdo entre pesquisadores,
gestores e 6rgaos de controle, com foco em solu¢des auditaveis e contextualizadas as universidades

federais — inclusive na gestdo dos Termos de Execugdo Descentralizada (TEDs).

Os desafios identificados extrapolam a dimensao técnica. A adogao efetiva de IA e Business
Analytics requer: (i) arranjos normativos consistentes, (ii) fortalecimento institucional, (iii)

capacitagdo profissional, e (iv) cultura organizacional orientada por dados.

Isso implica construir padrdes minimos de interoperabilidade, mecanismos de

explicabilidade algoritmica, matrizes de indicadores (KPIs) e diretrizes éticas que assegurem a
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legitimidade de decisdes automatizadas. Em sintese, a inovacao digital se converte em resultados
concretos quando ancorada em trés pilares: competéncias institucionais robustas, marcos
regulatérios atualizados e valores democraticos de transparéncia e responsabilidade. A
convergéncia desses elementos transforma potencial tecnoldogico em competéncia estatal,
fortalecendo eficiéncia, transparéncia e prestacdo de contas na gestdo universitiria — e

promovendo uma governanga digital ética e sustentavel.

Este estudo possui limitagdes inerentes ao escopo e desenho: (i) Recorte temporal e
idiomatico (2020-2024; inglés e portugués), com possivel sub-representacdo de outros idiomas;
(i1) Cobertura de bases (Web of Science como corpus analitico principal e Scopus para checagens),
sujeita a diferencas de indexacdo; (iii) Tipos documentais (Article/Review), com exclusdao de
literatura cinzenta, o que pode limitar evidéncias aplicadas; (iv) Estratégia de busca, apesar de
strings booleanas, sujeita a vieses de classificacdo; (v) Tratamento de dados, no qual deduplicagao
e harmonizacdo reduzem, mas ndo eliminam, inconsisténcias; (vi) Interpretagdo, pois indicadores
bibliométricos sinalizam tendéncias, mas ndo equivalem a impacto de politicas, devendo ser

triangulados com andlises qualitativas e evidéncias de implementagao.

Como agenda, estudos futuros podem: ampliar fontes, incorporar literatura cinzenta e
documentos normativos, combinar bibliometria com analise de contetido e painéis de especialistas,
e explorar métricas alternativas. Essas escolhas tendem a fortalecer a validade externa e a conexao

entre a producao cientifica e as praticas de gestdo publica.
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3 ARTIGO 2 - MONITORAMENTO DE TERMOS DE EXECUCAO
DESCENTRALIZADOS (TEDs) EM UNIVERSIDADES PUBLICAS - DESAFIOS
TEORICOS E PRATICOS

RESUMO

Este artigo analisa os desafios tedricos e praticos da gestdo dos Termos de Execucgdo
Descentralizada (TEDs) em universidades publicas brasileiras, destacando o papel da
transformagao digital e das tecnologias emergentes, como Inteligéncia Artificial (IA) e Business
Analytics, para ampliar a eficiéncia, a transparéncia e a prestacdo de contas. A investigacao
combina trés eixos metodologicos: revisdo sistemdtica da literatura; andlise de indicadores
institucionais; e estudo de caso da Universidade Federal do Rio Grande do Norte (UFRN),
referéncia nacional em iniciativas de digitalizagdo da gestdo or¢amentaria e financeira. Os
resultados indicam um quadro ambivalente: persistem fragilidades estruturais, como fragmentagao
de sistemas, baixa interoperabilidade e lacunas regulatdrias, mas também se observam avangos
relevantes, por meio da padronizagdo de processos e do uso de painéis interativos, que fortaleceram
a conformidade documental e a rastreabilidade financeira. A experiéncia da UFRN demonstra que,
embora a adocao plena de IA ainda ndo tenha ocorrido, agdes progressivas ja produzem melhorias
concretas em controle e governanga. Conclui-se que a modernizagdo dos TEDs requer uma
abordagem incremental, sustentada por governancga digital, capacitacdo continua e investimentos
em infraestrutura, sendo a aplicagdo ética e responsavel de tecnologias emergentes um vetor
estratégico para reforgar a governanga universitaria e otimizar a qualidade do gasto publico.

Palavras-chave: Termos de Execucao Descentralizada. Universidades Publicas. Inteligéncia
Artificial. Business Analytics. Governanga Digital.

ABSTRACT

This article examines the theoretical and practical challenges involved in managing Decentralized
Execution Terms (TEDs) in Brazilian public universities, emphasizing the role of digital
transformation and emerging technologies—such as Artificial Intelligence (AI) and Business
Analytics—in enhancing efficiency, transparency, and accountability. The investigation combines
three methodological approaches: a systematic literature review, institutional indicator analysis,
and a case study of the Federal University of Rio Grande do Norte (UFRN), a national reference in
initiatives for digitalizing budgetary and financial management. The findings reveal a dual
scenario: persistent structural weaknesses, such as system fragmentation, limited interoperability,
and regulatory gaps, coexist with significant advances achieved through process standardization
and the adoption of interactive dashboards, which strengthened document compliance and financial
traceability. The UFRN experience demonstrates that, although the full implementation of Al has
not yet materialized, incremental actions have already produced tangible improvements in control
and governance. The study concludes that modernizing TEDs requires an incremental approach
supported by digital governance, continuous capacity building, and investment in technological
infrastructure, with the ethical and responsible use of emerging technologies standing out as a
strategic vector to strengthen university governance and optimize the quality of public spending.

Keywords: Decentralized Execution Agreements. Public Universities. Artificial Intelligence.
Business Analytics. Digital Governance.

3.1 Introducao

A transformacao digital vem redefinindo a administragdo publica em multiplos contextos
nacionais. Na Europa, América Latina e Asia, governos tém integrado tecnologias emergentes,
como Inteligéncia Artificial (IA) e Business Analytics, aos processos de formulagdo,

implementagdo e avaliacdo de politicas, fundamentados em principios éticos € em estruturas de
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governanga que reconhecem os dados como insumo estratégico para decisdes mais ageis, eficazes

e transparentes (Wirtz et al., 2019).

No Brasil, entretanto, a maturidade digital apresenta variagdes entre 6rgaos e instituigoes.
Persistem obstaculos como a fragmentagao dos sistemas de informacao, a caréncia de competéncias
especializadas e a fragil consolida¢do de uma cultura organizacional orientada por dados. Nesse
cenario, a implementagdo de tecnologias digitais precisa considerar principios de legalidade,
eficiéncia e responsabilidade, evitando solugdes isoladas e promovendo padroes de

interoperabilidade e mecanismos robustos de controle (Arcila, 2024; Kubota, 2023).

Diante desse contexto de rapidas transformagdes institucionais, os Termos de Execugdo
Descentralizada (TEDs) assumem papel estratégico. Regulamentados pelo Decreto n° 10.426/2020
e pela Portaria SEGES/ME n° 13.405/2021, esses instrumentos sao dispositivos utilizados pelos
orgados e entidades integrantes dos Or¢camentos Fiscal e da Seguridade Social da Unido para a
execucdo de programas, projetos e atividades de interesse reciproco, pois permitem a
movimentagdo de créditos entre 6rgaos da administragdo publica federal sem que seja necessario

firmar convénios ou contratos.

Uma prova da relevancia desse instrumento para os cofres publicos da Unido ¢ que os
Termos de Execugdo Descentralizada movimentaram mais de R$ 547 bilhdes no periodo 2008-
2021 (julho), com um total de 21.023 instrumentos celebrados. Desse valor, cerca de R$ 452
bilhdes foram TEDs relacionados ao Beneficio de Prestacdo Continuada (BPC), repassados pelo

Fundo Nacional de Assisténcia Social (CGU, 2022).

A respeito da tramitagdo e execucao dos TEDs, cabe pontuar que ele se divide em trés fases

principais: celebracdo, execucdo e avaliagdo dos resultados.

Na celebragao, definem-se as condigdes para uso do crédito or¢camentdrio, com aprovacao
do plano de trabalho, indicagdo da classificagdao funcional programatica, comprovacao de custos e

registro obrigatério no Transferegov (CGU, 2022).

J4 a execugdo ¢ o momento em que se aplica os recursos conforme o plano de trabalho, e
ela pode ocorrer de forma direta, com a contratagcdo de particulares, ou por meio de convénios e
ajustes com outros entes. Admite-se, ainda, desde que prevista no instrumento, a
subdescentralizac¢do, que ¢ a contratacdo de uma Fundacdo de Apoio para auxiliar as unidades

responsaveis pela execucao final (CGU, 2022).

Por ultimo, na avaliacdo, verifica-se o cumprimento do objeto e a boa aplicacao dos recursos
por meio do relatério de cumprimento, a ser entregue em até 60 dias apds a conclusdo. Apds, a
analise do relatério deve ser concluida em até 180 dias pela unidade descentralizadora, € a auséncia
de relatério ou a identificagdo de irregularidades pode levar a instauracdo de Tomada de Contas
Especial (TCE). Além disso, os recursos ndo utilizados devem ser devolvidos nos prazos legais

(CGU, 2022).

Em razao desse rito processual apresentado acima, a gestdo de TEDs exige nao apenas
observancia estrita as normas legais e procedimentais, mas também o fortalecimento da

rastreabilidade, da eficiéncia administrativa e da transparéncia, de modo a assegurar que esses



41

instrumentos cumpram seu papel estratégico na implementacdo de politicas publicas e no

atendimento as demandas sociais.

No ambito das universidades publicas, os TEDs tém sido amplamente empregados para a
execugao de projetos de ensino, pesquisa, ciéncia, tecnologia, saude e infraestrutura. No entanto,
mesmo diante de sua importancia, permanecem existindo desafios significativos, como fluxos
administrativos pouco padronizados, baixa rastreabilidade orcamentéaria e fragilidades na prestagdo
de contas, que comprometem tanto a eficiéncia do gasto publico quanto a transparéncia

institucional.

Nesse cenario, a aplicagdo de IA e de Business Analytics oferece alternativas para superar
alguns entraves, pois pode propiciar: integracdo de bases de dados e glossarios institucionais,
analises preditivas para priorizagao de recursos, monitoramento quase em tempo real e incremento
da transparéncia ativa. Entretanto, para que isso ocorra, tais solugdes dependem de estruturas
institucionais soélidas, de processos claramente delineados, de servidores qualificados e de
diretrizes de governanca algoritmica que assegurem explicabilidade, supervisio humana e

conformidade com a Lei Geral de Prote¢dao de Dados (Lei n° 13.709/2018).

Nao obstante esses desafios, experiéncias recentes ja evidenciam alguns desses beneficios.
A Universidade Federal do Rio Grande do Norte (UFRN), por exemplo, desenvolveu painéis de
monitoramento de TEDs que vém ampliando a conformidade, a rastreabilidade e a transparéncia

na gestdo dos recursos.

Diante disso, a presente investigacao parte da seguinte questdo orientadora: como os
processos de gestdo e monitoramento de Termos de Execug¢do Descentralizada (TEDs) em
universidades federais — com foco no caso da UFRN — revelam desafios ¢ avangos relacionados
a transformacao digital, e de que forma esses achados podem subsidiar a formulacdo de diretrizes

praticas para a governanca de TEDs na Universidade de Brasilia (UnB)?

O objetivo geral deste artigo, portanto, consiste em analisar os desafios e avangos da gestao
de TEDs em universidades publicas, a partir do estudo de caso da UFRN, destacando implicacdes

praticas para a formulagdo de diretrizes aplicaveis a governanga digital de TEDs na UnB.

Para alcangar esse proposito, foram estabelecidos os seguintes objetivos especificos: (i)
examinar o processo de gestdo e monitoramento de TEDs na UFRN, identificando avancos,
fragilidades e mecanismos de controle adotados; (ii) mapear os impactos da transformacao digital
na execucdo e na prestacdo de contas de TEDs, com énfase em padronizagdo de processos e uso de
painéis gerenciais; (iii) relacionar os achados empiricos da UFRN com os principais eixos da
literatura sobre o uso de IA e Business Analytics no setor publico, como explicabilidade,
risco/LGPD, transparéncia e capacitacdo; e (iv) identificar os elementos transferiveis da
experiéncia da UFRN que podem subsidiar a construc¢ao de diretrizes praticas para a governanca

de TEDs na UnB, a serem aprofundadas no Artigo 3.

Sua contribui¢do consiste em aproximar a pauta do governo digital a um instrumento
especifico e pouco explorado na literatura, os Termos de Execu¢do Descentralizadas, conectando-

os a evidéncias empiricas, experiéncias institucionais e propostas operacionais. Para alcangar esse
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objetivo, a pesquisa combina: (i) uma revisdo sistematica da literatura produzida no periodo de
2020 a 2024, (i) uma analise normativa da legislagdo aplicavel, (iii) um benchmarking
internacional acerca de governanca algoritmica, e (iv) um estudo de caso da UFRN, resultando em

um diagnostico critico e na identificagao de caminhos para aprimorar a gestao universitaria.

O artigo organiza-se em seis secdes. A Secdo 2 apresenta o referencial tedrico sobre
governancga digital, ética algoritmica e inovacdo no setor publico. A Sec¢do 3 descreve a
metodologia, que integra revisao sistematica, analise normativa, indicadores institucionais e estudo
de caso. A Secdo 4 analisa a experiéncia da UFRN, destacando progressos e limitagdes. A Secao 5
oferece um diagndstico critico, com dimensdes e indicadores essenciais. A Secdo 6 discute os
principais desafios e implicagdes praticas da transformacdo digital. E a Secdo 7 apresenta as
conclusdes e aprendizados, enquanto as Consideragdes Finais sintetizam contribuicdes tedricas e

praticas e indicam diregdes para futuras pesquisas.

3.2 Referencial Teorico

A transformacdo digital consolidou-se como um pilar da administragdo publica
contemporanea, ampliando a capacidade analitica do Estado, acelerando ciclos decisorios e
qualificando a entrega de servigos. Ademais, essa transformacao nao se limita a informatizacao de
procedimentos, pois se trata de uma reconfiguragao institucional que integra dados em larga escala
a formulacdo de politicas, eleva padrdes de transparéncia e fortalece os mecanismos de

accountability (Margetts; Dorobantu, 2019; Margetts 2022).

Nesse cenario, a Inteligéncia Artificial (IA) e o Business Analytics (BA) destacam-se nao
apenas como instrumentos de automacao, mas como ferramentas capazes de gerar previsibilidade,
identificar anomalias, apoiar a alocagdo de recursos e reforgar a eficiéncia administrativa (Wirtz et

al., 2019).

Entretanto, os ganhos advindos da utilizagdo dessas tecnologias somente se traduzem em
valor publico quando sdo sustentados por uma governanga robusta e consisténcia dos dados, por
modelos explicaveis (XAI) e por uma supervisao humana efetiva, em conformidade com os marcos
legais vigentes. Dessa forma, a digitalizacdo passa a ser entendida como um arranjo institucional
orientado por evidéncias, no qual a eficiéncia e a responsabilidade caminham juntas para assegurar

legitimidade social (Floridi, 2018; Clarke, 2019).

No campo teorico, a evolucdo da gestdo publica evidencia uma inflexdo significativa. A
Nova Gestao Publica (NPM) consolidou a logica da eficiéncia e a centralidade dos indicadores de
desempenho, inspirada em praticas gerenciais do setor privado (Hood, 1991). Em sequéncia, o
Novo Servigo Publico (NPS) reposicionou o debate ao enfatizar valores democraticos, ética e
participag¢do cidada, orientando que a tecnologia se subordine ao interesse publico (Denhardt;
Denhardt, 2020). Essa passagem sustenta o alerta de que os beneficios da IA e da digitalizacdo ndo
sdo automaticos, haja vista que para que se realizem dependem de arranjos institucionais solidos e

de estruturas de governanga eficazes (Margetts, 2022).
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A literatura atual oferece marcos analiticos para essa integracdo. Wirtz et al. (2019)
apontam quatro dimensdes fundamentais para a ado¢do de IA no setor publico: tecnologica,
regulatdria, ética e social. Ja Clarke (2019) e Arcila (2024) reforcam a importancia de modelos
hibridos de corregulacdo e de supervisao planejada, que sejam capazes de equilibrar inovagdo com

seguranga juridica.

No plano ético, a literatura aponta limites para diretrizes genéricas e reforga a necessidade
de mecanismos institucionais que tornem a responsabilidade verificavel — como comités internos
de ética digital, avaliagdes de impacto, revisao humana significativa e explicabilidade (XAI)
(Hagendorff, 2020; NIST, 2023). Diante disso, documentos normativos internacionais ja reforcam
esses requisitos ao vinculd-los a direitos humanos, transparéncia, participagdo e inclusdo
(UNESCO, 2021). Em termos de implementacao, a adog¢do deve ser acompanhada por ciclos
continuos de aprendizado institucional e de melhoria, com alinhamento entre estratégia, politica e
operacao (Knutsen et al., 2024). Do ponto de vista juridico-institucional, marcos auditaveis sdo
cruciais para sustentar a confianca publica no uso de IA na gestdo de recursos. Além disso, no setor
publico, recomenda-se uma abordagem risk by design, que articule protecdo de dados,
transparéncia e inclusao desde a concepcao dos sistemas (Arrieta et al, 2020). Esses elementos, em
conjunto, formam a base pratica para um uso responsavel e socialmente legitimo de IA e Business

Analytics na administragdo publica.

Logo, o uso responsavel de sistemas automatizados exige instrumentos praticos. Stahl et al.
(2023) defendem a adogao de Avaliagdes de Impacto em Inteligéncia Artificial (AI-IAs), enquanto
Knutsen, Hannay e Riegler (2024) sugerem ciclos continuos de aprendizado institucional. Ja
Arrieta (2020) enfatiza que a confianca publica depende de marcos normativos auditaveis. No
Brasil, entretanto, ainda existem algumas lacunas para esse uso responsavel, como métricas de

desempenho escassas e ritmo lento de adog¢ao da IA em 6rgdos publicos (Nascimento, 2017).

Nesse cenario, a experiéncia internacional nos fornece parametros tuteis. O Quadro Europeu
de Interoperabilidade (Comissdo Europeia, 2017) estabelece principios como a abertura, a
reutilizacdo de dados, a segurancga e o engajamento, que podem inspirar uma governanca digital
adaptativa no Brasil (Gil-Garcia ef al., 2018). Em complemento, Abadi et al. (2016) demonstram
que técnicas de aprendizado profundo, quando associadas a privacidade diferencial, podem gerar
solugdes eticamente aceitdveis e socialmente legitimas, ilustrando como a andlise preditiva pode

ser aplicada com responsabilidade.

Esses referenciais sdo particularmente relevantes para pensarmos a gestao dos Termos de
Execugdo Descentralizada (TEDs), pois, como instrumentos de transferéncia de recursos, eles
ainda enfrentam entraves de interoperabilidade, de padronizacdo e de regulamentagdo. Portanto, a
literatura analisada demonstra que a transformacgdo digital no setor publico deve ser entendida
como uma mudanga institucional ainda mais ampla, que requer bases normativas sélidas, estruturas

¢éticas consistentes e estratégias orientadas por evidéncias.

No contexto das universidades federais, isso significa que a adog¢dao de IA e Business

Analytics no monitoramento de TEDs deve prever ndo apenas otimizacdo de processos, mas
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também reforgar a confianca social na gestdo dos recursos publicos. Ou seja, essa adogao deve

promover uma melhor estruturacdo de processos e maior transparéncia na condugdo dos recursos.

3.3 Abordagem Metodoldgica: Revisao Bibliografica

A revisdo bibliografica realizada neste artigo tem natureza integrativa/narrativa e finalidade
aplicada: identificar conceitos, praticas e evidéncias diretamente tteis a governanga de Termos de
Execugao Descentralizada (TEDs) em universidades federais. Para reforgar a rastreabilidade do
percurso, adotou-se a Web of Science — Core Collection (WoS) como base analitica principal,
utilizando-se a Scopus para checagem de robustez, sobretudo quanto a sensibilidade dos descritores
e a cobertura tematica. O recorte temporal abrange 2020-2024, com foco em publicagdes em
portugués e inglés e restricdo a artigos e revisdes cientificas revisados por pares, € documentos
normativos e relatdrios oficiais (TCU, CGU, LGPD, EBIA) sao mobilizados apenas como contexto

e ndo integram o corpus empirico da revisao.

A estratégia de busca foi delineada para maximizar relevancia e reprodutibilidade. As
consultas foram realizadas no campo Topico (titulo, resumo e palavras-chave), em duas linguas,
combinando operadores booleanos e truncamentos a partir de descritores que capturam o problema
investigado: inteligéncia artificial / artificial intelligence, aprendizado de maquina / machine
learning, andlise de negocios / business analytics, administracdo publica / public administration /
public sector / government, governanga algoritmica / algorithmic governance e accountability.
Cada execucdo foi documentada literalmente (string utilizada, filtros aplicados, data e hora, base
consultada e nimero de resultados), compondo um log de busca. Os resultados foram exportados
em CSV e BibTeX e submetidos a um processo de deduplicagdo orientado por DOI (padronizado

em minusculas e sem prefixos/URLs), com verificagdo manual em casos limitrofes.

Para evitar resultados errados por causa de sinénimos € ou palavras ambiguas, os termos
foram padronizados durante a busca e a analise, haja vista que se procedeu a harmonizagao de
metadados (autores, afiliagdes e palavras-chave). A etapa de triagem seguiu critérios explicitos de
inclusdo e exclusdo: foram incluidos estudos com peer review que tratassem diretamente da relagado
entre [A/Business Analytics e gestao publica — privilegiando evidéncias sobre indicadores, fluxos,
interoperabilidade e governanga/ética — e, excluidos: duplicatas; editoriais, resenhas e resumos
expandidos; capitulos sem revisdo; materiais eminentemente privados/mercadolégicos sem ponte

ao setor publico; e trabalhos de baixa pertinéncia.

A extracdo das informagdes dos estudos selecionados foi padronizada por meio do
fichamento I.S.E.A.. Esse instrumento organiza quatro dimensdes: Identificacao (citagdo completa,
DOI/URL, base, pais/setor, unidade de andlise, periddico/area e palavras-chave normalizadas),
Sintese (objetivos, questdo/escopo, desenho/metodologia, dados/fontes e contexto institucional),
Evidéncias (achados e métricas, regras de negdcio ou defini¢des operacionais, implicagdes para
gestdo e politicas) e Avaliacdo (forcas e limitagdes, potenciais vieses, validade externa,

aplicabilidade a TEDs quando cabivel, e lacunas/agenda futura). A ado¢do do I.S.E.A. confere
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comparabilidade entre estudos e produz uma trilha auditdvel que liga fonte > evidéncia >

implicagdo.

A revisao reconhece limitagdes inerentes ao seu desenho nao sistematico. O recorte (2020—
2024), o foco idiomatico (PT/EN) e a priorizagdo de Article/Review podem sub-representar
contribuicdes em outros idiomas e formatos; e diferencas de indexagdo entre WoS e Scopus
também podem afetar a cobertura tematica. Tais restricdes foram mitigadas por praticas de
transparéncia (logs literais), padronizagdao (I.S.E.A., harmonizacdo de metadados) e dupla
verificacdo em decisdes ambiguas, de modo a preservar rastreabilidade, coeréncia e

reprodutibilidade do percurso metodoldgico.

3.4 Estudo de Caso: Monitoramento de TEDs na Universidade Federal do Rio Grande do
Norte (UFRN): Estruturacao Como Base

A supervisao de Termos de Execu¢ao Descentralizada (TEDs) configura-se como um eixo
central da gestdo universitaria, na medida em que assegura rastreabilidade, conformidade
documental e eficiéncia administrativa. Nesse cendrio, a experiéncia da Universidade Federal do
Rio Grande do Norte (UFRN) desponta como um exemplo relevante de inovacdo incremental, ao
incorporar solugdes digitais voltadas a execugao orgamentaria e financeira. Essa pratica ndo apenas
fortalece a governanca interna, mas também se projeta como referéncia para outras instituicoes
publicas de ensino superior, ao demonstrar que a ado¢do gradual de tecnologias pode ampliar a
transparéncia, reduzir vulnerabilidades administrativas e reforcar os mecanismos de prestacao de

contas.

O diagnostico inicial revelou fragilidades recorrentes, como fragmentagao de sistemas,
auséncia de fluxos padronizados e insuficiéncia de rastreabilidade em tempo real, que
comprometem a conformidade exigida pelos 6rgdos de controle e reduzem a efetividade das
prestagdes de contas. Nesse cendrio, destaca-se o risco de glosa, que ¢ a ndo aceitagdo total ou
parcial de despesas durante a analise de conformidade, seja por inconsisténcias documentais, seja
por irregularidades na execu¢ao. De acordo com a jurisprudéncia do Tribunal de Contas da Unido,
a glosa constitui medida de recomposi¢ao de recursos e ndo possui carater sancionatorio, embora
possa implicar na necessidade de devolugdo de valores ao erdrio e na postergacao da aprovagao das

contas (TCU, 2010).

Para combater essas fragilidades, a UFRN desenvolveu dashboards interativos a partir do
Tesouro Gerencial, ampliando, assim, a capacidade de monitoramento de TEDs. Esses painéis
passaram a exibir informag¢des detalhadas sobre valores or¢gamentarios recebidos e sobre despesas
empenhadas por natureza de despesa detalhada e por categoria econdmicas, permitindo maior
controle gerencial e maior transparéncia, mesmo que questoes como prazos € pendéncias ainda nao

sejam monitoradas. A disponibilizag¢do dessas informagdes, por si s0, ja gera avangos.
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Figura 3 — Dashboards Termos de Execucao Descentralizados UFRN
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Embora esse painel ainda ndo adote técnicas de IA — o que permitiria gerar analises
preditivas e indicadores de analise de risco —, essa iniciativa representa um marco de maturidade
digital inicial, ao estruturar uma base de dados e processos visuais que podem servir de alicerce
para a futura integragdo de andlises preditivas e de sistemas de IA explicavel (XAI). Assim, a
UFRN demonstra que a transformagao digital comega por etapas incrementais e depende tanto de

infraestrutura tecnoldgica quanto de capital humano qualificado.

Nesse ponto, o investimento em formagdo continua dos servidores foi imprescindivel.
Cursos presenciais e a distancia fortaleceram a adesdo as ferramentas digitais, mitigando
resisténcias e consolidando uma cultura orientada a dados. Isso estd em consonancia com o que
Murko e Tomazevic (2023) defendem: que a digitalizacdo sé se sustenta quando associada a

mudangas organizacionais.

Apesar dos inegaveis avangos, alguns desafios permanecem: a interoperabilidade limitada
entre os sistemas — SEI, SIPAC, SIAFI, ComprasGov e Transferegov — ainda compromete a
integracdo automatizada de dados; além disso, faltam regulamentagdes internas sobre governanca

digital e uso ético das tecnologias, essenciais para alinhar inovagao a LGPD (Lei n® 13.709/2018).

Por outro lado, a comparacdo com experiéncias externas evidencia a assimetria
institucional. O Tribunal de Contas da Unido (TCU) ja utiliza IA em auditorias, com ganhos de
mais de R$ 426 milhdes em economia e significativa redug@o do tempo de analise processual (TCU,
2022).

A experiéncia do Instituto Federal de Sergipe (IFS) com painéis em Power BI para o
acompanhamento de emendas parlamentares e de outros agregados da execu¢do orcamentaria
exemplifica o potencial de instrumentos de transparéncia ativa e gestdo orientada por dados para
reduzir assimetrias informacionais, fortalecer o controle gerencial e qualificar a prestagdo de contas
(IFS, 2020-2024). A efetividade desses painéis, contudo, pressupde integracdo de bases

administrativas e padronizagdo de metadados e indicadores — com dicionarios de dados e rotinas
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reprodutiveis de ETL’ entre SEI, SIPAC, SIAFI e Transferegov, condi¢io necessiria a
comparabilidade e a0 monitoramento continuo do ciclo dos TEDs (Cunha, 2022). Em consonéancia,
a uniformizacgdo de fluxos e métricas configura pré-requisito para a digitalizagdo efetiva e para a
constituicdo de trilhas de auditoria estdveis (Cunha, 2022). Esse arranjo técnico-organizacional
converge com os principios de reutilizagdo, abertura e seguranca preconizados pelo European
Interoperability Framework (Comissdo Europeia, 2017) e com a literatura aplicada sobre uso de
IA no setor publico, que associa dados padronizados e integragao de sistemas a ganhos de eficiéncia

e accountability (Wirtz et al., 2019).).
Figura 4 — Dashboards Emendas Parlamentares IFS
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No caso da UFRN, a andlise documental permite identificar trés eixos estruturantes da
trajetdria recente: (i) instrumentos tecnoldgicos de apoio a decisdo (painéis gerenciais € automagao
de verificagdes de conformidade); (ii) capacitagdo continua de servidores em dados e processos; €
(ii1) padronizagdo e reavaliacao de fluxos (com diciondrios de dados e protocolos de conferéncia).
A atuagdo conjunta dessa triade eleva transparéncia, rastreabilidade e eficiéncia na execucgdo
descentralizada, criando a base para evolugdes graduais rumo a analises preditivas. Para que a
replicagdo por outras universidades seja ética, explicavel e socialmente legitima, ¢ indispensavel
acoplar salvaguardas, como: observancia a LGPD (bases legais, registros de tratamento, RIPD e
seguranca da informagdo), ado¢do de explicabilidade (XAI) e revisao humana significativa em

decisOes automatizadas, além de gestdao de risco e documentacao de controles (NIST, 2023).

Em suma, iniciativas como as do IFS e da UFRN mostram que governanga de dados e
capacitagdo sdo condi¢des habilitadoras para que a transformagdo digital alcance resultados

sustentaveis e auditaveis no ensino superior federal.

5> O processo de ETL (Extract, Transform, Load) ¢ amplamente descrito por Kimball e Caserta (2004) e por Inmon
(2005), como técnica essencial de integracdo de dados em ambientes analiticos. As boas praticas incluem trilhas de
auditoria, registros de execugdo, testes de qualidade e orquestrag@o de cargas, além da documentacao de linhagem de
dados (W3C, 2013). Quando envolve dados pessoais, recomenda-se a aplicagdo de técnicas de anonimizagdo e
pseudonimizagdo, conforme diretrizes da Autoridade Nacional de Protecdo de Dados (ANPD, 2021) e os principios
estabelecidos na Lei n°® 13.709/2018 (LGPD).
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3.5 Diagnostico da Gestao dos TEDs

A eficacia dos Termos de Execucdo Descentralizada (TEDs) depende diretamente da
capacidade institucional das universidades publicas em monitorar, avaliar e aprimorar de forma
continua todas as etapas do processo, da formalizagdo & prestagdo de contas. Nesse sentido,
pesquisas recentes demonstram que a adogao de indicadores de desempenho garante rastreabilidade
e controle, assim como fortalece praticas de prestacdo de contas e de transparéncia, que sao

dimensdes fundamentais na administra¢do de recursos publicos (Cunha, 2022).

Nas universidades federais brasileiras, entretanto, persistem restricdes estruturais que
prejudicam a gestdo adequada de TEDs. A auséncia de mecanismos padronizados de
monitoramento e de avaliagdo implicam em uma multiplicidade de praticas que reduz a
comparabilidade entre instituicdes, enfraquecendo a constru¢do de um modelo soélido de
governanga (Nascimento, 2017). Por isso, e tendo em vista a literatura, a experiéncia da UFRN e
casos comparativos, propde-se, no quadro abaixo, um conjunto de indicadores organizados em
quatro dimensodes interligadas (administrativa, financeira, tecnologica e de controle e

transparéncia), alinhadas aos principios da governanca digital adaptativa (Dunleavy et al., 2006).

Quadro 3 — Dimensdes e Indicadores de Desempenho para Monitoramento dos TEDs

Dimensao Indicadores propostos Desafios identificados
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Fonte: Elaborado pela autora.

Esse diagnostico revela que os TEDs se situam em um estagio intermediario de maturidade
digital. Enquanto algumas instituigdes de ensino superior, como a UFRN e o IFS, avancam em
painéis de monitoramento e padronizacdo de processos, fragilidades estruturais relacionadas a
interoperabilidade e a governanca algoritmica, ainda persistem. Esta andlise reforca que a
transformagdo digital ndo deve ser entendida apenas como inovagdo tecnologica, mas como

reforma institucional integrada, que articula indicadores, processos, pessoas e valores éticos.
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Além disso, o diagnostico da administracdo de Termos de Execu¢do Descentralizada
(TEDs) revela que, embora inovagdes como painéis de controle e fluxos padronizados tenham
ampliado a eficiéncia administrativa — com a disponibilizagdo de informacdes e maior
transparéncia —, a concretizagdo de uma gestao digital plena enfrenta desafios que extrapolam a
esfera técnica e alcancam dimensdes normativas, operacionais, tecnoldgicas, humanas, éticas e
financeiras. Essa multiplicidade de obsticulos explica por que diversas universidades ainda

permanecem em estagios iniciais de maturidade digital.

No plano juridico, a auséncia de regulamentagdo especifica para o uso de painéis de
dashboards em Power BI, de Inteligéncia Artificial (IA) e de Business Analytics no setor publico
constitui uma lacuna expressiva. A Lei Geral de Protecdo de Dados (Lei n° 13.709/2018)
representou um avango importante, mas nao responde integralmente a dilemas contemporaneos,
como a explicabilidade e a auditabilidade dos algoritmos ou a atribui¢cdo de responsabilidades em
decisdes automatizadas (Jobin; Ienca; Vayena, 2019). Essa insuficiéncia normativa gera
inseguranga juridica e restringe a adog¢do de solu¢des mais sofisticadas em automacdo e analise

preditiva.

Do ponto de vista operacional, a fragmentacdo entre sistemas essenciais, como SEI, SIPAC,
SIAFI, Transferegov e Comprasgov, compromete a rastreabilidade dos processos, dificulta a
elaboracdo de relatérios confidveis e limita a capacidade de monitoramento em tempo real
(Nascimento, 2017; Cunha, 2022). A experiéncia da UFRN mostra avangos relevantes com a gestao
por painéis, mas confirma que a auséncia de sistemas integrado ainda ¢ um grande obstaculo no

avango da gestao de recursos publicos.

Do ponto de vista humano, a transformagao digital esbarra em resisténcias culturais, rotinas
burocraticas arraigadas e lacunas de capacitagdo. Parte dos servidores ainda ndo domina
competéncias em ciéncia de dados, em governanga algoritmica e no uso estratégico de painéis de
gestao/BI. Como ressaltam Guedes e Oliveira Jr. (2024), sem programas consistentes de formagao,

investimentos em tecnologia tendem a ndo se converter em mudancas efetivas na gestao.

Em sintese, investimentos em tecnologia, quando desacoplados de reformas
organizacionais, arranjos de governanca e salvaguardas éticas, tendem a nao se converter em
mudancas efetivas na gestdo. Do ponto de vista €tico, a adogao de solugdes que operam como
“caixas-pretas” enfraquece o controle social e atenua a responsabilizac¢do institucional. Para mitigar
esses riscos, Wirtz et al. (2022) recomendam instituir comités internos de ética digital, realizar
auditorias algoritmicas periodicas e assegurar supervisdo humana como salvaguarda minima na
administracdo publica. Essa constatacdo indica que aderéncia normativa, mecanismos de
accountability e desenho organizacional sdo condigdes complementares — e nao substitutas — da

capacidade tecnoldgica.

3.6 Governanca Internacional: Inteligéncia Artificial

A formulacao de diretrizes para IA em universidades federais requer mais do que aderéncia

a legislagdo nacional: demanda aprendizado regulatoério comparado com modelos que conciliem
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eficiéncia administrativa, prote¢do de direitos e legitimidade democratica, reduzindo o hiato

recorrente entre aquisi¢ao tecnoldgica e mudanga gerencial.

Na Uniao Europeia, a regulacao avanga de modo estruturado. O Artificial Intelligence Act
(Regulamento UE 2024/1689), articulado as “Diretrizes Eticas para uma IA Confidvel” (2019),
adota um modelo baseado em risco que combina exigéncias técnicas e institucionais: supervisao
humana, governanga de dados, privacidade, ndo discriminacdo e accountability, além de sandboxes
regulatdrios para experimentagdo controlada (Unido Europeia, 2024). Esse arranjo dialoga com o
European Interoperability Framework (Comissdao Europeia, 2017), que valoriza abertura,
reutilizacdo de dados e seguranca da informacao como pilares de uma governanca digital confiavel.
Em complemento, a OCDE (2022) propde uma tipologia de sistemas de IA orientada por
proporcionalidade ao risco e sensibilidade ao contexto, oferecendo guias praticos para calibrar

obrigacdes regulatorias conforme a criticidade do uso.

Para o contexto universitario brasileiro, esses referenciais internacionais sugerem diretrizes
operacionais claras: projetar salvaguardas por nivel de risco, institucionalizar comités de ética
digital e auditorias algoritmicas periodicas, garantir interoperabilidade e qualidade de dados desde
a origem e, quando apropriado, testar solucdes em ambientes controlados antes da adocao em
escala. Em contraste, o Japao adota um caminho distinto, baseado em instrumentos de soft law,
como as “Diretrizes de Governanga para a Implementac¢do de Principios de [A” (METI, 2022) e os
“Principios Sociais para uma IA Humanocéntrica” (Japan Cabinet Office, 2019). Esse modelo
privilegia a coprodu¢dao normativa entre Estado, setor privado e academia, combinando
flexibilidade regulatéria e legitimidade social. Como observa Kubota (2023), a experiéncia
japonesa evidencia que arranjos regulatorios mais abertos podem favorecer a inovagao sem abrir

mao de valores éticos fundamentais.

Nos Estados Unidos, predomina uma regulagdo descentralizada: o NIST Al Risk
Management Framework (2023)° define padrdes técnicos, enquanto a Al Bill of Rights (2022)
orienta a prote¢do de direitos, com foco em supervisdo humana, contestacdo de decisdes
automatizadas e seguranca de dados pessoais. Apesar disso, Avaliagcdes de Impacto em [A (Al-
IAs) ja sdo aplicadas em orgaos federais, fortalecendo a confianga social no uso dessa tecnologia

(Stahl et al., 2023).

Em paralelo, o Reino Unido e a Australia adotaram modelos de corregulacao institucional,
nos quais universidades e hospitais elaboram normas internas ajustadas a legisla¢cdes amplas,

conciliando autonomia e prestagao de contas (Clarke, 2019).

Apesar das diferencas nos modelos adotados nesses paises, ha quatro principios
convergentes que emergem desse benchmarking: transparéncia, supervisao humana, avaliacao de

impacto e corregulagdo adaptativa.

® O NIST Al Risk Management Framework (Al RMF 1.0, jan. 2023) é um guia voluntario, neutro a setores €
tecnologias, destinado a identificar, avaliar e mitigar riscos de IA, visando a constru¢do de uma “IA confidvel” (valida
e confidvel; segura e resiliente; transparente e responsavel; explicavel; com privacidade aprimorada; e com vieses
nocivos geridos). O nucleo do guia organiza-se em quatro func¢des (Govern, Map, Measure, Manage) detalhadas em
categorias/subcategorias, e ¢ acompanhado pelo Playbook (a¢des sugeridas) e pelo Roadmap (implementacao e perfis).
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O Quadro 4 sintetiza esses modelos e destaca ligdes aplicaveis as universidades publicas
brasileiras, como a necessidade de politicas internas alinhadas a cultura universitéria, estimulo a

experimentacdo normativa e relatorios de explicabilidade.

Quadro 4 — Panorama internacional de governanga algoritmica

Pais/Bloco Modelo regulatoério Principais elementos

Supervisao humana,

Legislag@o vinculante (47 governanca de dados,

Unido Europeia P
p Act) + guias éticos

accountability
~ Soft law e coprodugao Codigos de conduta
Japdo . . L.
multissetorial voluntarios
Regulacdo ~ . S
Estados Unidos descentralizada (NIST, Al dGee?Itioa(iet:omco’ avaliagbes
Bill of Rights) p
Reino Corregulacdo Diretrizes internas ajustadas
Unido/Australia institucional alei

OCDE/UNESCO | Governanga adaptativa Ciclos de aprendizagem,

sandboxing
Brrjsgs(t{;SPD ¢ Regulagido em Privacidade, seguranga,
i’ POst consolidagdo responsabilizacdo
egislativas)

Fonte: elaborado pela autora.

A partir dessa analise, foi elaborado um mapa de requisitos por macro etapas para aplicacao
nos TEDs (Quadro 5), traduzindo os principios internacionais para cada fase do ciclo: na autuacao,
campos padronizados e registros em sistema; no empenho, avaliagdes de impacto algoritmico com
aprovacao de comités de ética digital; na liquidagdo, logs de validagdo e segregagdo de funcdes; e
na prestagdo de contas, relatorios explicaveis e publicacdo em plataformas oficiais, como o

Transferegov e site da Universidade de Brasilia (UnB).

Quadro 5 - Mapa de requisitos por macro etapas para monitoramento de TED

Macro etapa Requisito internacional Evidéncia minima
~ Principio de finalidade (LGPD, 47 Bill | Documento de abertura com campos
Autuagao . . . .
of Rights) padronizados e registro em sistema
Empenho Avaliagdo de impacto algoritmico (4/- | Checklist de risco + aprovacao do comité de
p 14, NIST) ética digital
Liquidagao Supervisao humana significativa (4/ Logs de validagdo + segregagdo de fungdes
Act, UE)
Prestacio de contas Transparéncia ativa (OCDE, Relatorios de explicabilidade + publicagdo em
¢ UNESCO) Transferegov

Fonte: elaborado pela autora.

Ademais, a literatura recomenda a adoc¢do de requisitos minimos de seguranga e operacao
(Quadro 6). Entre eles, destacam-se: a geracao de logs imutaveis, segregacao de ambientes de
desenvolvimento e producao, gestao hierarquizada de credenciais, acordos formais de integragao
entre sistemas, relatorios de impacto desde a concepgdo (privacy by design) e planos de
continuidade de servico. Esses mecanismos, ja utilizados em paises da Unido Europeia, nos EUA
e no Reino Unido, garantem que a governanga algoritmica ndo permaneca apenas no plano

normativo, mas se traduza em praticas auditaveis.
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Quadro 6 — Requisitos minimos de seguranga e operac¢do para sistemas aplicados aos TEDs

Categoria Requisito Evidéncia minima . Referer'lclas.
internacionais
Logse Geragdo de logs imutaveis de Registro automatico com hash Al Act (UE), NIST
auditoria transagdes e acessos criptografico e carimbo de tempo RMF (EUA)
Segregacao Separagdo entre desenvolvimento, | Acesso restrito € deploy controlado | Gov.UK (2022)
de ambientes | testes e produgdo com autorizagdo multipla
Gestdo de Perfis de acesso hierarquizados e Controle via SSO federado + Al Bill of Rights
credenciais com menor privilégio necessario autenticag@o multifator (EUA), LGPD
(Brasil)
Integracdes SLA formalizado para integracdes | Relatorios de indisponibilidade e EIF (UE), OCDE
sistémicas SIAFI-Transferegov—SIPAC reconciliagdo diaria de dados (2022)

Protegdo de
dados

Privacy by design e risk by design
incorporados desde a modelagem

Relatério de Avaliagao de Impacto
de IA (AI-IA)

GDPR (UE), LGPD
(Brasil)

Continuidade
de servigo

Planos de recuperagéo de desastre
(DRP) e backup automatizado

Testes semestrais de restauragio e
redundancia geografica

NIST (2023),
ENISA (UE)

Fonte: elaborado pela autora

A Figura 5 consolida esse mapeamento, ao representar visualmente os requisitos de

seguranca sugeridos aplicados ao ciclo dos TEDs. As etapas — autuagao, empenho, liquidagao e

prestagdo de contas — incorporam controles especificos que asseguram rastreabilidade,

conformidade e integridade das informacdes.

Seguranca

Autuacao

Logs imutaveis de abertura e

Figura 5 - Requisitos de seguranga e operagdo aplicados ao ciclo dos TEDs

Auditoria

Empenho

Integracao automatica

instrucao processual. SIAFI- Comprasgov -
Perfis de acesso com menor Transferegov.
privilégio. SLA de integracao com

Valida¢ao de campos
obrigatorios (objeto, metas,
cronograma).

reconciliacao diaria.
Controle de segregacao
entre analista e
autorizador.

Interoperabilidade
o

Liquidacao

Logs detalhados de
validacao documental e
comprobatoria.

Governanca e ética

&2

Prestacao de
contas

Relatorios de conformidade e
Al-lIAs (avaliacoes de impacto).

Painel de auditoria com Privacy by design
explicabilidade (XAl). (anonimiza¢ao e minimizagao
Rotinas de backup e de dados).

redundancia de dados
financeiros.

Fonte: elaborada pela autora.

Comités de ética digital
supervisionando outputs
algoritmicos.

De maneira geral, o benchmarking evidencia que a experiéncia internacional nao deve ser

simplesmente replicada no Brasil, mas adaptada as particularidades de cada instituicdo publica.

Nesse sentido, recomenda-se a implementagao gradual, com uso de pilotos controlados (sandbox),

avaliagdes de impacto proporcionais ao risco e criacdo de comités internos de ética digital. Esses

elementos formam a base para as diretrizes praticas propostas na proéxima secao, estruturadas em

quatro eixos: tecnologico, organizacional, normativo-regulatorio e ético-governamental.
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3.7 Desafios e Custos da Transformacao Digital

Como ja apontamos, o diagnostico da administracdo de Termos de Execucao
Descentralizada (TEDs) revela que, apesar de inovagdes como painéis de controle e fluxos
padronizados terem aumentado a eficiéncia administrativa e a transparéncia, a efetivacdo de uma
gestao digital completa enfrenta desafios complexos. Esses obstaculos ndo se limitam a questdes
técnicas, mas abrangem esferas normativas, operacionais, tecnologicas, humanas, éticas e
financeiras, o que esclarece a razdo pela qual diversas universidades ainda permanecem em niveis

iniciais de evolucao digital.

Sob a perspectiva normativa, a falta de regulamentacao especifica relacionada a utilizagao
de Inteligéncia Artificial (IA) e Business Analytics no ambito do setor publico universitario
constitui uma lacuna consideravel. A Lei Geral de Protecdo de Dados (Lei n.° 13.709/2018)
representou um importante avanco, porém continua inadequada diante de desafios atuais, como a
explicabilidade, a auditabilidade e a atribuicdo de responsabilidade em relagdo a decisdes
automatizadas (Floridi, 2018). A caréncia de regulacdo gera inseguranga juridica, restringe a
inovacdo e impede que as instituicdes de ensino superior testem solugdes sofisticadas em

automacao e andlise preditiva.

No ambito operacional, a fragmentagao entre sistemas fundamentais, como SEI, SIPAC,
SIAFI e Transferegov, representa um desafio a ser superado. A auséncia de interoperabilidade
prejudica a rastreabilidade completa dos processos, torna complexa a producao de relatdrios
confiaveis e limita a habilidade de monitoramento em tempo real (Nascimento, 2017; Cunha,
2022). A experiéncia da UFRN atesta que painéis integrados constituem progressos significativos,
entretanto, esses avangos ainda se mostram inadequados para resolver a deficiéncia de

comunicagao sistémica entre diversas plataformas.

No que tange a infraestrutura tecnologica, permanecem restri¢des consideraveis, como:
sistemas ultrapassados, capacidade de processamento limitada e conectividade inadequada. Tais
dificuldades prejudicam a implementagao de solucdes fundamentadas em Inteligéncia Artificial e
limitam a ado¢do de andlises preditivas em tempo real (Straub et al., 2023). Dessa forma,
instituicdes de ensino superior que continuam a depender de tecnologias obsoletas arriscam-se a
acentuar sua defasagem em relacdo as praticas de governanga digital adotadas por outros segmentos

da administragdo publica.

A dimensao humana ¢ igualmente determinante para o sucesso da transformacdo digital,
haja vista que ela esbarra em resisténcias culturais, em rotinas burocraticas cristalizadas e em
lacunas de formacao continuada. Por isso, como salientam Guedes e Oliveira Jr. (2024), apenas
uma capacitacao técnica sistematica permite que os investimentos em tecnologia se convertam, de

fato, em mudancas efetivas nos processos administrativos.

J& a perspectiva ética destaca os perigos relacionados a falta de transparéncia nos
algoritmos, uma vez que devemos ter em mente que sistemas que carecem de transparéncia podem
comprometer os mecanismos de controle social e reduzir a responsabilizagdo administrativa. Para

minimizar tais riscos, Wirtz et al. (2022) propdem a implementacao de iniciativas como a formagao
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de comités de ética digital, a realizagdo de auditorias algoritmicas periddicas e a preservacdo da

supervisdo humana como um principio inquestionavel da administracdo publica.

Entretanto, em tultima analise, ¢ preciso pontuar que a transformacdo digital implica em
dispéndios relevantes. Além de investimentos em infraestrutura, em licencas de software e em
seguran¢a da informacdo, ha custos de adequacdo a LGPD, de auditorias e de capacitacdo de
equipes especializadas de servidores, ou advindos da contratagdo de profissionais ou empresas
especializadas (Zalcewicz, 2023). Em paralelo, a manutencdo de processos manuais ¢
fragmentados acarreta elevados custos de oportunidade a administragao publica, afinal maiores sao
os riscos de erros, atrasos e glosas na prestacao de contas. A experiéncia do Tribunal de Contas da
Unido, que registrou economia superior a R$ 426 milhdes com o uso de IA em auditorias, reforga
que a digitalizacdo deve ser tratada como um investimento estratégico, € ndo como mera despesa

(TCU, 2022).

Em suma, para vencer os desafios e despesas da transformacao digital, ¢ necessario adotar
uma abordagem integrada e gradual, que vincule marcos regulatorios consistentes,
interoperabilidade tecnoldgica, formacao continua e governanga ética. A vivéncia da UFRN
evidencia que, mesmo frente a limitagdes or¢amentarias, ¢ viavel progredir de forma gradual, desde
que exista um planejamento estratégico, uma liderancga engajada e uma cultura institucional voltada

para a inovacao responsavel, ou seja, desde que haja planejamento estratégico e lideranca.

3.8 Resultados e Aprendizado

A anélise das dimensdes e indicadores de desempenho evidencia que a experiéncia da
Universidade Federal do Rio Grande do Norte (UFRN) demonstra como progressos incrementais,
apoiados por planejamento estratégico e aprimoramento institucional, podem gerar impactos
significativos na gestdo de Termos de Execucao Descentralizada (TEDs). Ainda que ndo tenham
eliminado todos os obstaculos, as solu¢des adotadas comprovam que a transformacdo digital

gradual ¢ capaz de produzir ganhos concretos em eficiéncia, transparéncia e responsabilizagdo.

No plano administrativo, a padronizacdo de fluxos internos e a capacitagdo continua de
servidores reduziram o tempo de tramitagdo e elevaram a conformidade documental (Cunha, 2022;
Nascimento, 2017). Esses avangcos mostram que a normaliza¢ao de processos ndo apenas diminui
a burocracia, mas também aumenta a previsibilidade institucional, reduzindo riscos de erros, glosas
e atrasos nas prestacoes de contas. Cabe destacar que nao atrasar as prestagdes de contas € essencial
para qualquer instituicdo, pois se elas ndo forem regularizadas ou comprovadas em tempo habil,
podem resultar em inscri¢do no Cadastro Informativo de Créditos ndo Quitados do Setor Publico
Federal (CADIN), que acarreta no bloqueio de recebimentos de créditos orgamentarios do exercicio

ou no impedimento para formalizar novos TEDs.

Na dimensao financeira, a rastreabilidade ampliada contribuiu para um controle mais
efetivo da execucdo or¢amentaria, ainda que persistam dificuldades, como a morosidade na analise

das prestagdes de contas e a devolugdo de recursos por inconsisténcias normativas ou técnicas. Esse
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cendrio reforca a necessidade de integrar ferramentas digitais a modelos de gestdo orientados para

resultados, em linha com os principios da Nova Gestao Publica (NGP) (Denhardt; Denhardt, 2000).

Do ponto de vista tecnoldgico, a incorporacao de dashboards a rotina da UFRN representou
um avango importante ao oferecer monitoramento dos recursos orgamentarios e financeiros da
Universidade, permitindo identificar gargalos e acompanhar a execu¢ao do orcamento dos TED.
Contudo, a interoperabilidade limitada com sistemas externos, como o SEI, SIAFI e o
Transferegov, ainda restringe o pleno aproveitamento dessas ferramentas, revelando que a
digitalizagdo deve ser entendida como um processo gradual e dependente de investimentos

estruturais.

No eixo de controle e transparéncia, a ampliacdo de relatorios e a disponibilizagdo deles a
sociedade reforcaram a vigilancia social; contudo, a governanca algoritmica permanece incipiente,
carecendo de comités internos de ética digital, de auditorias independentes e de mecanismos
robustos de explicabilidade (Floridi, 2018; Wirtz et al., 2022). Em outras palavras, a confianca
social ndo se sustenta apenas pela adog¢do de solugdes tecnoldgicas, ela exige salvaguardas
institucionais sélidas que assegurem transparéncia, responsabilizacdo e avaliagdo continua dos

sistemas.

Adicionalmente, fatores humanos e financeiros também se mostraram decisivos. A UFRN
obteve éxito ao investir em capacitacdo continua, reduzindo resisténcias e aumentando o
engajamento dos servidores. Contudo, a sustentabilidade dessas iniciativas requer um
planejamento financeiro de longo prazo, que seja capaz de equilibrar os custos elevados de

implementagao com os beneficios em eficiéncia, transparéncia e conformidade.

Quadro 7 — Sintese dos Desafios, Respostas Institucionais e Aprendizado

q q Respostas .
Categoria Desafios Identificados SSpOStas Aprendizado
Institucionais
N " Auséncia de regulamentagio | Adogdo da LGPD e | Governanga digital requer base legal
ormativos sobre IA e Business Analytics | normativos internos clara e atualizada
~ . Padronizacao de Processos uniformes reduzem falhas e
. .| Fragmentacdo de sistemas; . ~ . L )
Operacionais L fluxos; integragdo ampliam a segurang¢a administrativa
falta de padronizagao L
parcial via SIPAC
. Implantacdo de Ferramentas visuais fortalecem a gestdo
, . Sistemas obsoletos; A
Tecnoldgicos | . . . dashboards por evidéncias, mas dependem de
interoperabilidade restrita . : ~
gerenciais integragdo
Humanos Resisténcia a inovagdo; baixa | Programas de Formacdo permanente ¢ condicdo-chave
qualificagdo técnica capacitacdo continua | para inovacao sustentavel
Eticos e de Opacidade algoritmica; Estruturagdo inicial de | Transparéncia ¢ explicabilidade sdo
Governanga | auséncia de supervisao governanca digital pilares da confianga social
C s . Transformacao digital deve ser planejada
. . Custos elevados de aquisicdo | Investimentos pagao cig plancy
Financeiros ~ . . como Imvestimento  estrategico €
¢ manutengio graduais e parcerias ,
sustentavel

Fonte: Elaborado pela autora.
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O Quadro 7 sintetiza os principais desafios, as respostas institucionais adotadas e as licdes
aprendidas, destacando que os maiores avangos foram resultados da integracao entre padronizagao

administrativa, uso estratégico da tecnologia e valorizacao do capital humano.

A experiéncia da UFRN evidencia que a atualizagdo da gestdo de TEDs nao pode ocorrer
de forma isolada ou fragmentada, pois exige uma abordagem sistémica que combine inovagdo
tecnologica, fortalecimento institucional e atualizacdo normativa. Mesmo em cenarios de limitagao
or¢amentaria, ¢ possivel avangar por meio de solugdes graduais, desde que sustentadas por uma
lideranga engajada, pela participagdo ativa dos servidores e por um planejamento estratégico

orientado para o interesse publico.

A pesquisa demonstrou que os Termos de Execu¢ao Descentralizada (TEDs), embora sejam
instrumentos estratégicos para a viabilizagao de projetos de interesse publico nas universidades
federais, ainda enfrentam entraves significativos de natureza normativa, tecnoldgica, operacional
e ¢ética. O estudo bibliografico, articulado a andlise de indicadores institucionais e ao caso da
UFRN, revelou avangos importantes, como a padronizacdo de fluxos e a incorporacdo de
dashboards, mas também evidenciou a permanéncia de fragilidades que limitam a rastreabilidade

e a efetividade da prestacao de contas.

Os resultados obtidos confirmam que a transformagado digital deve ser entendida como
processo incremental, afinal ferramentas basicas de monitoramento e de padronizacdo criam
condicdes para etapas mais avancadas, como a adocdo de Inteligéncia Artificial (IA) e Business
Analytics em analises preditivas e auditorias automatizadas. Contudo, os desafios persistem. A
auséncia de regulamentagao especifica para IA no setor publico, a falta de integracao entre sistemas
criticos (SEI, SIPAC, SIAFI, Transferegov), as deficiéncias de infraestrutura tecnologica, a
resisténcia cultural a inovagao e os dilemas da opacidade algoritmica evidenciam que a tecnologia,
por si s6, ndo ¢ suficiente. A efetividade da transformagao depende de bases normativas solidas,

formagdo continua de servidores e estruturas institucionais de governancga digital robustas.

Figura 6 — Framework conceitual de desafios para a implementagdo de IA e Business Analytics em universidades

publicas

GOVERNANCA EFICIENTE E TRANSPARENTE

DESAFIOS
TECNOLOGICOSES

DESAFIOS
NORMATIVOS

DESAFIOS ETICOS E DE
TRANSPARENCIA

Fonte: Elaborada pela autora.
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Com base nesses achados, esta pesquisa propde quatro diretrizes centrais para universidades
publicas: integragdo minima entre sistemas; capacitacdo continua (formacao em ciéncia de dados,
governanga e €tica algoritmica); padronizacdo administrativa (fluxos e metadados uniformes); e
transparéncia e controle social (relatorios acessiveis e auditaveis). Essas recomendagdes reforgcam
que a digitalizacdo deve ser tratada como um investimento estratégico, que ¢ capaz de fortalecer a
legitimidade das institui¢des, de ampliar a eficiéncia e de aumentar a confianca da sociedade nos

resultados académicos € administrativos.

Apesar dessas contribui¢des, reconhece-se como limitacdo da pesquisa a auséncia de
entrevistas com gestores e servidores envolvidos diretamente na gestdo de TEDs, o que restringe a
dimensdo qualitativa da andlise. Isso posto, pesquisas futuras podem expandir o escopo para
diferentes universidades, investigar praticas inovadoras e testar experimentalmente algoritmos de
IA no acompanhamento da execucao descentralizada, explorando tanto os ganhos de eficiéncia

quanto os riscos €ticos associados.

3.9 Diagnostico e Indicadores

Com base no diagndstico dos fluxos e sistemas que compdem o ciclo dos TEDs, propde-se
uma matriz minima de monitoramento que converta gargalos operacionais em métricas
observaveis, apoiadas em fontes institucionais e governamentais acessiveis. A proposta segue boas
praticas de publicagao/uso de dados, metadados e reuso responsaveis no setor publico (W3C Data
on the Web Best Practices; CGU — Manual de Planos de Dados Abertos), privilegiando

reprodutibilidade, auditoria e utilidade gerencial continua.

A matriz organiza-se em cinco dimensdes complementares: (i) Processos administrativos
(tempos, pendéncias, retrabalho); (i1) Conformidade e controle (completude documental, aderéncia
normativa); (iii) Execugdo financeira (marcos orgamentario-financeiros); (iv) Resultados/valor
publico (entregas e efeitos esperados); e (v) Transparéncia e dados (qualidade, abertura e uso). Para
garantir rastreabilidade ponta-a-ponta, recomenda-se adotar um ID tnico do TED replicado em
SEI, SIPAC, e Transferegov e SIAFI/Tesouro Gerencial, e registrar a proveniéncia/linhagem das

transformagdes (ETL/ELT) segundo o modelo W3C PROV (PROV-DM/Overview).

No contexto brasileiro, a interoperabilidade entre sistemas deve observar os Padrdes de
Interoperabilidade de Governo Eletronico (ePING) e os guias de interoperabilidade do Governo
Digital, que definem premissas, politicas e especificagdes técnicas para integracao e reuso de
informacao publica. Esses referenciais sao abertos e orientam integracdes por APIs, mapeamento

de chaves e padronizacdo semantica, reduzindo dependéncias de solugdes frageis de acoplamento.

A selecdo de indicadores priorizou: (a) disponibilidade e confiabilidade das fontes; (b)
formula e definicao claras; (c) sensibilidade a riscos criticos do ciclo (atraso e glosa); e (d) utilidade
gerencial. Para abertura e reuso, apoiam-se conceitos do Manual de Planos de Dados Abertos
(CGU) e diretrizes de dados abertos da CGU; para governanga publica, utiliza-se o Referencial
Basico de Governanga do TCU (3% ed.), que enfatiza transparéncia, accountability e melhoria de

desempenho.
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3.9.1 Aspectos legais e salvaguardas.

A mensuracdo e o compartilhamento de indicadores devem observar a LGPD (Lei n°
13.709/2018) e a LAI (Lei n° 12.527/2011), sendo esta ultima fundamentando transparéncia ativa
e passiva de informagdes publicas, ressalvadas hipoteses legais de sigilo. Quando houver uso de
modelos algoritmicos, sugere-se alinhar critérios de risco e evidéncias ao NIST AI Risk
Management Framework 1.0, documento aberto para gestdo de riscos de TA.

defini¢des operacionais sugeridas sdo: a) tempo médio por etapa (dias) = > (data saida
— data_entrada) + n° de processos na etapa; b) lead time total do TED (dias) = data da conclusao
da prestacao de contas — data de autuacgdo; c) dossié completo na autuacdo (%) = (processos com
checklist 100% atendido + processos autuados) x 100; d) execugdo da dotagdo (%) = (valor
empenhado + dotagdo inicial/atualizada) x 100; e) Prestagdo de contas aprovada na 1* submissao
(%) = (PCs aprovadas na 1* submissdo + PCs submetidas) x 100; ) completude de campos criticos

(%) = (registros sem campos criticos nulos/desconhecidos + total de registros) % 100.

As defini¢des devem constar do Plano/Dicionario de Dados e do Catalogo de Metadados,

conforme CGU/W3C).

3.9.2 Periodicidade e governanga

Recomenda-se periodicidade mensal para indicadores de processo/execucao financeira e
trimestral para transparéncia, qualidade e auditorias, com consolida¢do multissetorial das unidades
(demandantes; orcamento/finangas; controle interno/juridico; TI/dados). A validagdo pode ocorrer
em comité técnico, com publicagdo em painéis e abertura gradual dos dados, seguindo as boas

praticas de dados abertos (CGU) e interoperabilidade (ePING).

Quadro 8 - Dimensodes, Indicadores e Fontes de dados (TEDs)

Dimensao Indicador (definicao breve) Fontes de dados
Processos Tempo médio por etapa (dias entre autuagdo — | SEI; SIPAC
Administrativos proxima etapa)

Processos Lead time "total do TED (autuagdo — prestagdo de | SEI; Transferegov
Administrativos contas)

Conformidade + Dossié completo na autuagao (% com checklist OK) | SEI; Transferegov
Controle

Conformidade + Prestagdo de contas aprovada na 1% submissao (%) Transferegov

Controle

Execuc¢ao Financeira Execucao da dotagdo (% empenhado/dotagdo) SIAFI; Tesouro Gerencial
Execuc¢ao Financeira Liquidag&o sobre empenho (%) e Restos a pagar (R$) | SIAFI; Tesouro Gerencial
Resultados/Valor Metas/entregas concluidas no prazo (%) Transferegov; relatorios do
Publico projeto

7 Neste trabalho, lead time do TED corresponde ao intervalo, em dias corridos, entre a autua¢do do processo no SEI
(marco inicial) e a aprovacao da prestacao de contas na plataforma Transferegov.br (marco final).
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Resultados/Valor Beneficidrios alcancados vs. previstos (%) Transferegov; relatorios do
Publico projeto
Transparéncia + Dados | Visualizacdes do painel publico (n°) Portal

Fonte: Elaborado pela autora.
Notas
- Periodicidade sugerida: mensal (processos/financeiro) e trimestral (transparéncia/qualidade).

- Chave tnica: usar um ID do TED replicado em SEI, SIPAC, Transferegov e SIAFI.

3.10 Consideracoes Finais

Este estudo analisou os desafios tedricos e praticos que marcam a gestao de Termos de
Execug¢do Descentralizada (TEDs) em universidades publicas brasileiras, destacando as
possibilidades de modernizagdo proporcionadas pela transformacgdo digital e pelas tecnologias
emergentes, como Inteligéncia Artificial (IA) e Business Analytics. O estudo, fundamentado em
uma revisao sistematica da literatura, na anélise de indicadores institucionais e na investigacao de
caso da UFRN, revelou uma situagdo ambivalente: héd persisténcia de fragilidades normativas,
operacionais e tecnologicas, a0 mesmo tempo em que surgem experiéncias exitosas que indicam

dire¢des para uma transformacao digital ética e sustentavel.

A experiéncia da UFRN evidenciou que a automacao de processos € a implementacao de
painéis interativos favorecem de maneira substancial a conformidade documental, a rastreabilidade
financeira e o controle gerencial, mesmo que a aplicagcdo completa da Inteligéncia Artificial ndo
esteja totalmente estabelecida. Os resultados obtidos corroboram a no¢do de que a transformagao
digital deve ser entendida como um processo incremental e adaptativo, em que cada progresso
estabelece as bases para a transicdo para solu¢des mais avancadas, como a analise preditiva ¢ a

governanga algoritmica.

Os indicadores sugeridos contribuem para operacionaliza¢do da transi¢do do diagndstico
para a pratica de gestdo. Ao explicitar o que medir (indicadores), por quais dimensdes (processos
administrativos; conformidade e controle; execu¢do financeira; resultados/valor publico;
transparéncia e dados) e em quais fontes (SEI, SIPAC, Transferegov, SIAFI/Tesouro Gerencial,
DW/ETL), a matriz torna o monitoramento reprodutivel, auditavel e comparavel ao longo do
tempo. A adogao de um ID unico do TED replicado entre sistemas, acompanhada de dicionario de
dados e registro de linhagem (proveniéncia) das transformagdes, estabelece condi¢cdes para
qualidade informacional e prestacdo de contas. No plano institucional, recomenda-se associar a
matriz a metas, ciclos de melhoria continua (PDCA) e comités técnicos responsaveis por validagao

e publicagdo de resultados.

Baseando-se na interacdo entre literatura e dados empiricos, esta investigacdo sugere
algumas diretrizes fundamentais a serem adotadas pelas instituicdes de ensino superior publicas
que desejam otimizar a administracdo dos TEDs: a) alocar recursos em infraestrutura tecnoldgica,
bem como promover a integracdo entre sistemas, como SIPAC, SIAFI e Transferegov; b)

institucionalizar iniciativas de capacitacao continua em ciéncia de dados e administracao digital;
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c) padronizar e simplificar os procedimentos administrativos, diminuindo a burocracia e
aprimorando a eficiéncia; e d) promover a transparéncia ativa, por meio de dados abertos e

relatorios analiticos disponibilizados a toda a sociedade.

A transformacao digital, desse modo, nao deve ser considerada um mero gasto, mas sim um
investimento estratégico que tem o potencial de refor¢ar a legitimidade das institui¢des, de
aprimorar a eficidcia da administracdo e de elevar a confianca da sociedade. Ademais, a
transformagao deve se alinhar aos principios constitucionais da administragao publica, assim como
as diretrizes dos 6rgaos de controle, como o TCU e a CGU, assegurando a conformidade normativa

e a responsabilidade institucional.

Todavia, uma limitacdo identificada nesta pesquisa foi a falta de entrevistas com gestores e
servidores, o que restringe a andlise das percepgdes qualitativas. Para investigacdes futuras,
recomenda-se expandir a pesquisa realizando a comparacao entre distintas instituicdes de ensino
superior, analisando suas praticas inovadoras e avaliando a implementacdo de algoritmos de

Inteligéncia Artificial na administragdo de TEDs.

Em resumo, a atualizagdo da administragdo dos TEDs nao simboliza apenas um desafio
gerencial, mas também uma oportunidade estratégica para aprimorar a qualidade dos gastos
publicos, favorecendo maior eficiéncia, transparéncia e responsabilidade. Para que haja progresso
nesse campo, sdo exigidos formulacdo de um planejamento estratégico, presenca de uma lideranca
engajada e compromisso ético voltado para o interesse publico, elementos fundamentais para que
a administracao universitaria se adapte a velocidade da transformagao digital e atenda de maneira

eficaz as crescentes exigéncias da sociedade.
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4 ARTIGO 3 - A IA (INTELIGENCIA ARTIFICIAL) E O BUSINESS ANALYTICS EM
UNIVERSIDADE PUBLICA: DIRETRIZES PARA A GESTAO DE TERMOS DE
EXECUCAO DESCENTRALIZADOS

RESUMO

A implementacdo de Inteligéncia Artificial (IA) e Business Analytics potencializa a capacidade
analitica da administragao publica e refor¢a a governanca fundamentada em evidéncias, todavia,
traz a tona desafios éticos, regulatorios e institucionais. Em relacdo as universidades federais, esses
desafios sdo essenciais na gestdao de Termos de Execucdao Descentralizada (TEDs), os quais
envolvem recursos substanciais e demandam elevada rastreabilidade. O presente artigo, que integra
a pesquisa multipaper, sugere diretrizes praticas para a aplicagcdo ética dessas tecnologias nos
TEDs, alicer¢adas nos normativos: Decreto n° 10.426/2020, Portaria SEGES/ME n° 13.405/2021
e Lei Geral de Protecdo de Dados (LGPD), além de revisdo da literatura, nas experiéncias
internacionais e na analise do prototipo de painel financeiro da Universidade de Brasilia (UnB). As
diretrizes estdo estruturadas em quatro fundamentos — tecnoldgico, organizacional, normativo e
ético-governamental —, e englobam exigéncias de registros auditaveis, relatdrios de impacto,
explicabilidade (XAI) e supervisdao humana. Os achados sugerem que a integracdo de Inteligéncia
Artificial e Business Analytics, aliada a medidas de protecdo e indicadores, constitui uma condi¢ao
fundamental para aumentar a transparéncia, reduzir riscos e fortalecer a prestacdo de contas na
administragdo universitaria.

Palavras-chave: Inteligéncia Artificial (IA); Business Analytics; Gestdo Publica; Gestdo de
Processos, Termos de Execu¢ao Descentralizada.

ABSTRACT

The implementation of Artificial Intelligence (Al) and Business Analytics enhances the analytical
capacity of public administration and strengthens evidence-based governance; however, it also
raises ethical, regulatory, and institutional challenges. In the context of federal universities, these
challenges are particularly relevant to the management of Decentralized Execution Terms (TEDs),
which involve substantial financial resources and require high levels of traceability. This article,
part of a multipaper research project, proposes practical guidelines for the ethical application of
these technologies to TEDs, grounded in regulatory frameworks, namely, Decree n°® 10.426/2020,
Portaria SEGES/ME n° 13.405/2021, and the General Data Protection Law (LGPD), as well as in
a literature review, international experiences, and the analysis of the financial dashboard prototype
developed at the University of Brasilia (UnB). The guidelines are structured around four pillars,
technological, organizational, regulatory, and ethical-governance, and include requirements such
as interoperability, auditable records, impact assessments, explainability (XAI), and human
oversight. The findings suggest that the integration of Al and Business Analytics, combined with
safeguards and indicators, constitutes a fundamental condition to increase transparency, mitigate
risks, and strengthen accountability in university administration.

Keywords: Artificial Intelligence; Business Analytics; Decentralized Execution Term (TED);
Algorithmic Governance; Federal Universities; Public Transparency.

4.1 Introduciao

A inovacdo digital vem promovendo mudangas estruturais na gestdo publica em escala
global. Governos da Europa, Asia ¢ América Latina tém integrado tecnologias emergentes, como
Inteligéncia Artificial (IA) e Business Analytics, em processos de formulagdo, implementagao e
avaliacdo de politicas, orientados por principios éticos e marcos de governanga digital. Nesse

contexto, os dados deixam de ser apenas registros administrativos para se tornarem insumos
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estratégicos na busca por maior capacidade de resposta do Estado, eficiéncia administrativa e

transparéncia perante a sociedade.

No Brasil, contudo, esse processo ocorre de maneira desigual. Enquanto 6rgaos de
fiscalizacdo e instancias governamentais centrais avancam na adogao de ferramentas digitais, as
universidades publicas federais ainda enfrentam obstaculos significativos, como a fragmentacao
dos sistemas de informacao, a caréncia de profissionais especializados e a auséncia de uma cultura
organizacional fortemente orientada por dados. Tais limitagcdes tornam a digitalizagdo um processo
complexo, que exige a harmonizacao entre a inovagao tecnoldgica e os principios constitucionais

de legalidade, eficiéncia e responsabilidade.

Nesse cenario, os Termos de Execucao Descentralizada (TEDs) assumem papel estratégico.
Regulamentados pelo Decreto n° 10.426/2020 (atualizado em 2023) e pela Portaria SEGES/ME n°
13.405/2021, esses instrumentos permitem a transferéncia de créditos orcamentarios entre 6rgaos
e entidades da administragao publica federal, por meio da plataforma Transferegov. Diferenciam-
se de convénios e contratos por serem ajustes firmados no ambito da mesma esfera governamental,
vinculados ao programa de trabalho da unidade descentralizadora. A adogao desse instrumento
potencializa a especializagdo institucional, agiliza a execucdo de projetos e fortalece a
transparéncia e a prestacdo de contas. Contudo, desafios como a auséncia de padronizacdo dos
fluxos, a baixa rastreabilidade or¢amentaria e a limitada interoperabilidade entre sistemas
estruturantes (SIAFI, Transferegov e Comprasgov) e internos (SEI e SIPAC) ainda sdo obstaculos

para a gestao adequada desses recursos.

Todavia, ¢ justamente em face desses obstaculos que a IA e o Business Analytics
demonstram potencial disruptivo, pois essas tecnologias possibilitam integrar bases heterogéneas
de dados, realizar andlises preditivas para melhor alocagdo de recursos e consolidar mecanismos
de transparéncia ativa. Entretanto, sua ado¢do demanda condi¢des institucionais solidas,
investimento continuo em capacitagao de servidores e diretrizes claras de governanga algoritmica,
assegurando explicabilidade, supervisdo humana e conformidade com a Lei Geral de Prote¢ao de

Dados (LGPD, Lei n° 13.709/2018).

Diante desse panorama, o presente artigo busca oferecer uma contribuicdo aplicada:
formular diretrizes praticas para a implementacao responsavel de 1A e Business Analytics na
administragdio de TEDs em universidades publicas federais. Diferentemente dos dois artigos
anteriores desta dissertagdo, o primeiro de natureza tedrica e o segundo de carater empirico, este
estudo assume uma perspectiva propositiva, ao integrar fundamentos de governanca digital com
um instrumento ainda pouco explorado pela literatura. O objetivo ¢ fornecer um referencial pratico
que auxilie as universidades na superacdo de desafios normativos, operacionais e tecnoldgicos,

favorecendo avangos em eficiéncia, rastreabilidade e prestacao de contas.

O artigo esta estruturado em quatro segoes: (i) o referencial teorico, que discute conceitos
de inovacgao digital, governanca e ética na aplicacao de IA e Business Analytics; (i1) a abordagem
metodoldgica, baseada em revisdo literaria sistematica, andlise de indicadores institucionais e

estudo de caso; (iii) a apresentagdo das diretrizes praticas, organizadas em eixos estratégicos para
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a modernizacdo da administracdo de TEDs; e (iv) as consideragdes finais, que destacam as

implicagdes do estudo e sugerem caminhos para pesquisas futuras.

4.2 Referencial Teorico

A digitalizagdo da administragdo publica ¢ entendida, na literatura contemporanea, como
mais que a informatizacdo de processos: trata-se de uma reestruturagdo institucional que envolve
novas competéncias analiticas, estruturas decisorias € mecanismos de protecao para o uso de dados
e algoritmos. Essa perspectiva exige alinhar eficiéncia, conformidade legal e responsabilidade
(Wirtz et al., 2019). Nesse cenario, a Inteligéncia Artificial (IA) e o Business Analytics deixam de
ser apenas ferramentas técnicas € passam a integrar um regime sociotécnico, em que a inovacao
tecnologica s6 ganha legitimidade quando apoiada em organizacdes solidas, processos claros e

regulacdo consistente (Clarke, 2019; Arcila, 2024).

A passagem da Nova Gestdo Publica (NGP) para o Novo Servigo Publico (NSP) reforca
esse entendimento, ao reposicionar a tecnologia ndo apenas como instrumento de controle, mas
como infraestrutura voltada a valores democraticos, participacdo cidadad e ética (Denhardt;
Denhardt, 2000). Nesse contexto, avancos em desempenho ndo sdo automaticos, pois dependem
de contextos institucionais robustos, dados confidveis e mecanismos de accountability (Margetts,
2022). Portanto, a adocdo de IA e Business Analytics deve ser concebida como estratégia

organizacional de longo prazo, € ndo como iniciativas isoladas.

Para orientar esse processo, o presente estudo organiza o referencial em quatro dimensdes
interligadas de governancga digital, adaptadas ao ciclo dos Termos de Execu¢do Descentralizada
(TEDs): a) a tecnologica, que envolve a padronizagdo e a qualidade das informacgdes, a integracao
entre sistemas e o uso de ferramentas analiticas avancadas. Nessa dimensdo, destaca-se a
necessidade de adotar solugdes de Inteligéncia Artificial Explicavel (XAI), que assegurem
transparéncia e auditabilidade (Arrieta et al., 2020); b) a organizacional, que refere-se a defini¢ao
de papéis e responsabilidades, a normatizagdo de processos e a formag¢do continua dos servidores,
condigdes essenciais para transformar dados em inteligéncia aplicavel a gestao (OCDE, 2019); ¢)
a normativa, na qual ¢ observada a necessidade de cumprir a Lei Geral de Protegao de Dados
(LGPD), definir claramente propositos e realizar avaliagdes de impacto em Inteligéncia Artificial
(IA) antes e depois da implementacao (Stahl ez al., 2023); e d) a ética e de responsabilidade, que
implica garantir a explica¢dao dos algoritmos, a supervisdo humana e a mitigacao de vieses, para

manter a legitimidade e a confianca social (Floridi, 2018; Jobin; Ienca; Vayena, 2019).

Sobre isso, cabe pontuar que a interoperabilidade de sistemas aparece como eixo transversal
a todas essas dimensdes. Entretanto, o Quadro Europeu de Interoperabilidade enfatiza principios,
como abertura, reutilizacdo e seguranga, que podem inspirar o Brasil, que ainda sofre com a
existéncia de barreiras na integragdo entre sistemas estruturantes, como SEI, SIAFI, Transferegov
e SIPAC (OCDE, 2017). A adogdo dessas medidas ¢ essencial porque, sem essa integracdo, a

rastreabilidade e a transparéncia permanecem limitadas.
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Por outro lado, a literatura também alerta para os dilemas éticos da automacgao aplicada as
financas publicas. Decisdes automatizadas afetam diretamente prazos e alocacdo de recursos,
demandando comités de ética digital, auditorias independentes e relatérios acessiveis (NIST,
2023). Além disso, abordagens como privacidade desde a concepgao e gestdo de riscos desde a
concepgio (privacy by design®, risk by design®) sio fundamentais para garantir governanga em todo

o ciclo de vida dos dados (Arrieta et al., 2020).

y .

Do ponto de vista regulatorio, ¢ indispensavel adotar modelos de corregulagdo que
conciliem inovacgao e seguranga juridica, ancorados em orientagdes operacionais claras, auditorias
externas e aprendizado institucional continuo, elementos centrais para preservar a confianca
publica (Clarke, 2019). Afinal, sem métricas de conformidade e mecanismos auditaveis, mesmo

projetos tecnicamente bem-sucedidos tendem a perder legitimidade (Zalcewicz, 2023).

Para tanto, experi€ncias internacionais demonstram que ¢ possivel conciliar inovagdo e
protecdo de dados: abordagens de aprendizado profundo com privacidade diferencial viabilizam
analises preditivas sem exposi¢cdo de informagdes sensiveis (Cabrero-Holgueras; Pastrana, 2021),
enquanto o NIST AI RMF orienta a incorporagdo de privacy-enhancing technologies ¢ de gestao
de riscos ao longo de todo o ciclo de vida dos sistemas (NIST, 2023). No contexto brasileiro, a
trajetoria mais factivel permanece incremental, priorizando a padronizag@o de dados e indicadores,
como pré-condi¢cdes para avancar gradualmente em direcdo a modelos preditivos explicaveis,
conforme evidéncias sobre a gestdo de TEDs em institui¢des federais (Cunha, 2022) e diretrizes de

interoperabilidade aplicaveis ao setor publico (Comissao Europeia, 2017).

Ao ser aplicado aos TEDs, o referencial teorico denota a necessidade de aperfeigoamento
em capacidades institucionais concretas, como: (i) na dimensdo tecnoldgica: constru¢ao de
glossérios unificados e gestdo da qualidade de dados; (ii) na organizacional: padronizacdo de
processos e formacao continua dos servidores e colaboradores; (iii) na normativa: construgao de
matrizes de conformidade e avaliagdes de impacto; e (iv) na ética: implantagdo de supervisao

algoritmica com transparéncia e participacdo social.

Logo, o referencial teodrico sistematizado oferece ndo apenas fundamentos conceituais, mas
também bases praticas para fortalecer a governanca digital nas universidades publicas. Ao articular
tecnologia, organizagdo, regulagdo e ética na perspectiva dos TEDs, cria-se um alicerce para a
formulagdo de diretrizes que visam nao apenas ganhos de eficiéncia, mas também legitimidade,

confianga social e qualidade na gestao dos recursos publicos.

8 Privacy by Design (Privacidade desde a concepgdo) é uma abordagem que integra a protegdo de dados ao desenho e
a operagdo de produtos, processos ¢ sistemas desde o inicio e ao longo de todo o ciclo de vida. Formulada por Ann
Cavoukian, baseia-se em sete principios: (1) proativo e preventivo; (2) privacidade por padrdo; (3) privacidade
embutida no design; (4) funcionalidade total (soma-positiva) — privacidade e seguranga coexistem; (5) seguranga de
ponta a ponta; (6) visibilidade e transparéncia; (7) respeito pela privacidade do usuario. (Cavoukian, 2011).

® Risk by design (gestdo de riscos desde a concepgdo): principio segundo o qual a identificagdo, mensuragdo, mitigagdo
e 0 monitoramento de riscos sdo incorporados desde o desenho € mantidos ao longo de todo o ciclo de vida do sistema.
Em IA e dados publicos, envolve: (i) mapeamento de riscos técnicos, juridicos e socioéticos; (ii) salvaguardas
preventivas (minimizacdo de dados, configuragdes seguras por padrdo, revisdo humana obrigatoria, limites de uso);
(iii) documentacdo e explicabilidade (model cards, trilhas de auditoria); e (iv) monitoramento pds-implantagdo com
métricas, auditorias e canais de relato de incidentes (NIST, 2023)
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4.3 Estratégia Metodologica

Este estudo adota uma abordagem qualitativa, aplicada e de carater exploratdrio-descritivo,
adequada a compreensdo de um tema em consolidagdo: o uso de Inteligéncia Artificial (IA) e
Business Analytics na gestdo de Termos de Execucao Descentralizada (TEDs) em universidades
publicas (Creswell, 2010; Gil, 2019). O objetivo metodologico ¢ sintetizar o conhecimento
disponivel e propor diretrizes operacionais vidveis para gestores, articulando evidéncias
bibliograficas, normativas e institucionais. O enquadramento apoia-se em referéncias classicas de
planejamento e leitura sistematica (Lakatos; Marconi, 2017) e de andlise documental
(autenticidade, credibilidade, representatividade e significado) segundo Cellard (2008). Por
natureza, trata-se de uma revisao integrativa com foco aplicado (Snyder, 2019; Torraco, 2005), e

ndo de uma revisio sistematica.

A constru¢ao do referencial combinou trés vetores: (i) literatura académica recente (aprox.
2020-2024), em portugués e inglés, recuperada sobretudo nas bases Web of Science (Core
Collection) e Scopus; (i1) marcos normativos relevantes aos TEDs e a governanca de dados/IA
(p.ex., Decreto n° 10.426/2020 e Portaria SEGES/ME n° 13.405/2021, além de referéncias
internacionais como EU Al Act, Al Bill of Rights e guias de Reino Unido, Japao e Australia); e (iii)
documentacao institucional publica que ilustra aplicabilidade (p.ex., experiéncia do Decanato de
Administragdo da UnB com painel integrado ao SIAFI e extracdes do Tesouro Gerencial). A
inclusdo das fontes seguiu critérios substantivos: (a) pertinéncia direta ao problema (IA/Analytics
em gestdo publica universitaria e/ou prestagdo de contas de instrumentos analogos a TEDs); (b)
atualidade e clareza expositiva; (¢) utilidade pratica para derivar diretrizes. Oportuno ressaltar que

obras fora desse escopo ou sem aderéncia tematica foram descartadas.

As fontes elegiveis foram submetidas a leitura seletiva com fichamento estruturado (modelo
I.S.E.A.: Identificacdo, Sintese, Evidéncias e Avaliagdo), garantindo comparabilidade bésica entre
estudos. Em seguida, aplicou-se analise de conteudo tematica (Bardin, 2011), organizada em quatro
eixos previamente ancorados no campo: tecnologico, organizacional/processual, normativo-
regulatdrio e ético-accountability. As categorias foram refinadas por comparagdo constante entre
literatura, normativos e documentacdo institucional, de modo a convergir em diretrizes
apresentadas com enunciado, condi¢do de implementacdo e evidéncia desejavel (indicadores,

artefatos ou procedimentos verificaveis).

Para mitigar vieses usuais em revisdes nao sistematicas, foram adotarados: (i) explicitagdo
dos critérios de inclusdo/exclusdo e do periodo/linguas; (ii) triangulacdo de fontes (cientifica,
normativa e institucional) para refor¢co de convergéncia tematica; (iii) rastreabilidade conceitual
por fichamento I.S.E.A. e por vinculo explicito entre fonte — evidéncia — diretriz; (iv) revisao
cruzada de decisdes de inclusdo em casos ambiguos, com resolugcdo por consenso, e testes de

sensibilidade conceitual (ajuste fino de descritores e categorias quando surgiram sobreposi¢des).

No que concerne limitagdes e escopo de inferéncia, ndo foram preservados /ogs auditaveis
de busca (strings, filtros, data/hora); portanto, a revisao ¢ indicativa e ndo exaustiva. As evidéncias
institucionais citadas tém carater ilustrativo (documentagdo publica), ndo configurando estudo de

caso com dados primarios. Tais limites sdo proporcionais ao proposito aplicado da pesquisa e foram
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parcialmente compensados por critérios de pertinéncia, triangulacdo e clareza na derivagdo das

diretrizes.

Em sintese, a estratégia metodoldgica equilibra rigor discursivo e aplicabilidade: parte de
um corpo coerente de literatura e marcos regulatérios, triangula com documentacao institucional e
sistematiza os achados em diretrizes operacionais para o ciclo de gestio dos TEDs, mantendo

transparéncia sobre limites e condi¢des de uso dos resultados.

4.4 Diretrizes Praticas para Implementacao de 1A e Business Analytics: modelo conceitual

Com base na analise normativa, tedrica ¢ institucional efetivada nas segdes anteriores, o
presente artigo apresenta um conjunto de diretrizes praticas direcionadas a aplicacao responsavel e
estratégica da Inteligéncia Artificial (IA) e do Business Analytics na administracao de Termos de
Execug¢do Descentralizada (TEDs) em universidades publicas federais. O propdsito ¢ disponibilizar
um manual pratico para administradores e colaboradores que atuam diretamente na implementacao
or¢amentdria e financeira, assegurando que as solugdes digitais reflitam a conformidade e sejam

tecnicamente viaveis e institucionalmente sustentaveis.

As diretrizes foram organizadas em quatro eixos analiticos (tecnoldgico, organizacional,
normativo e ético-governamental) com o objetivo de integrar requisitos técnicos, transformagdes
institucionais e garantias éticas. Esse arranjo leva em consideragdo ndo apenas a conformidade com
a legisla¢do nacional, como o Decreto n® 10.426/2020 e a Portaria SEGES/ME n°® 13.405/2021,
mas também as licdes derivadas de experiéncias internacionais em governanga algoritmica, como
o Artificial Intelligence Act da Unido Europeia, o A1 Bill of Rights dos Estados Unidos da América,
o modelo de soft law japonés, além dos arranjos de corregulagdo verificados no Reino Unido e na

Australia (Clarke, 2019; Stahl, 2023; Kubota, 2023).

Figura 5 - Painel de Gestao Accountability DAF/UnB
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E necessario destacar que experiéncias recentes no Brasil ja indicam progressos
significativos. A Universidade de Brasilia (UnB), por exemplo, por intermédio de seu Decanato de
Administragdo (DAF) e do Laboratério InsightGov/Latitude, estd desenvolvendo um prototipo de
painel gerencial que consolida informagdes extraidas do Sistema Integrado de Administracao
Financeira (SIAFI), coletadas no Tesouro Gerencial, e as apresenta em um ambiente Power BI.
Ainda que ndo possua algoritmos preditivos (ainda em desenvolvimento), esse prototipo ja
evidenciou avangos em rastreabilidade, padronizagdo das informacdes e transparéncia na execugao
financeira, servindo para ilustrar uma mudanga de cultura, voltada para a informagao de dados.
Embora o desenvolvimento e a utilizagdo desse painel seja apenas um passo em direcdo a
transformagao digital, o desenvolvimento dessa ferramenta € essencial para a plena implementagao

de solugdes em inteligéncia artificial (Resende; Nascimento; Costa, 2023; Rolim, 2020).

4.4.1 Eixo tecnologico: dados, integragdo e analitica

O eixo tecnoldgico diz respeito a infraestrutura e as solugdes digitais essenciais para
promover a inovagdo. No que diz respeito aos TEDs, a prioridade ¢ ultrapassar a fragmentacao
existente nos sistemas e fomentar a consolidacdo de uma base de dados que seja integrada,
padronizada e confiavel. Para tanto, sugere-se a construcdo de repositorios unificados,
acompanhados de dicionarios de dados especificos para os TEDs, bem como a integracao entre

sistemas como SIAFI, Transferegov, SEI e outras plataformas internas das universidades.

Além disso, a utilizagdo de automagdes, como a ferramenta de Automagdo Robotica de
Processos (RPA), pode diminuir retrabalhos e assegurar uma maior consisténcia nos documentos.
Em fases mais avancgadas, modelos preditivos terdo a capacidade de detectar riscos de atrasos ou
de glosas nas prestacdes de contas, desde que estejam acompanhados por mecanismos de
explicabilidade (XAI) que assegurem a compreensao e a auditabilidade dos resultados por gestores

ndo especializados (Wirtz et al., 2019).

Apontando nessa dire¢do, indicadores significativos abrangem o nimero de dashboards em
funcionamento e o tempo médio de resposta a consultas automatizadas. De forma clara, este eixo
deve ser interpretado ndo somente como um apoio instrumental, mas também como alicerce da

governanga baseada em evidéncias.

4.4.2 Eixo organizacional: cultura de dados e capacitacao

A consolidagdo da transformacao digital ocorre unicamente quando ela ¢ acompanhada por
alteragdes institucionais. Em relagdo as universidades, isso implica destinar recursos a formagao
de uma cultura de dados, que supere obstaculos organizacionais e reforce a capacitagdo digital dos

colaboradores.

Para tanto, propde-se a formacao de ntcleos interdisciplinares de inovacao e inteligéncia
institucional, tendo como base modelos como o Accountability DAF, que tenham a capacidade de

integrar diversas areas (planejamento, finangas, tecnologia da informacdo, controle interno e
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unidades académicas). Adicionalmente, os fluxos administrativos dos TEDs necessitam ser

revisados, normalizados e, sempre que vidvel, automatizados.

Os indicadores propostos consistem na porcentagem de servidores qualificados, na adesao
aos novos sistemas ¢ no grau de satisfagdo dos usuarios, medido por meio de pesquisas
institucionais. Assim, esse eixo enfatiza que a tecnologia s6 gera valor quando articulada a

competéncias humanas e mudangas culturais (Guedes; Oliveira Jr., 2024).

4.4.3 Eixo normativo: conformidade e corregulagio'’

A validade da utilizagdo da Inteligéncia Artificial no setor publico esta condicionada a sua
adequacdo aos marcos legais estabelecidos. Nos TEDs, dada a variedade de normativos e leis, ¢
imprescindivel o levantamento do ciclo de vida juridico, com énfase na conformidade com o
Decreto n°® 10.426/2020, a Portaria SEGES/ME n° 13.405/2021 ¢ a Lei Geral de Protecao de Dados
(LGPD) (Brasil, 2020; 2021; 2018).

As diretrizes, portanto, contemplam a uniformiza¢do de instrumentos gerenciais, como
planos de trabalho e relatorios, além da elaboragao de Relatérios de Impacto a Protecdo de Dados
(RIPDs) e avaliagdes de impacto algoritmico, tanto antes quanto apds a implementacao de sistemas.
Sugere-se, também, a implementa¢do de mecanismos de corregulagdo, nos quais as instituigdes de
ensino superior desenvolvam regulamentos internos adaptados as suas especificidades, mantendo

sua autonomia, porém sem renunciar a seguranca juridica.

Os indicadores abrangem a quantidade de normativos internos revisados, o nimero de
avaliagcdoes de impacto efetuadas e a média do tempo de tramitagdo dos Termos de Execugdo

Descentralizada (TEDs) apds a automagao.

4.4.4 Eixo ético-governamental: transparéncia e confianga publica

Finalmente, a inovagao tecnologica deve ser fundamentada em principios democraticos.
Varios autores argumentam que a governanca algoritmica deve enfatizar a explicabilidade, a
contestabilidade e um monitoramento humano substancial (Wieringa, 2020; Hagendorff, 2020;

Arcila, 2024).

Nesse sentido, as orientagdes compreendem a formacao de comités de ética digital, que
devem ter uma composi¢cao multidisciplinar e autonomia técnica, assim como a adocdao de
mecanismos de transparéncia ativa, incluindo a divulga¢do da estrutura operacional dos modelos
algoritmicos utilizados e de painéis de controle acessiveis a sociedade. Ademais, a salvaguarda de
informacdes deve ser integrada desde a concepcao das solucdes, de acordo com o principio do

privacy by design.

19 Corregulagdo normativa: mecanismo pelo qual um ato legislativo atribui as partes reconhecidas no setor (operadores
econdmicos, parceiros sociais, ONGs, associacdes) a realizacdo dos objetivos definidos pela autoridade legislativa —
com enquadramento e supervisdo previstos no proprio ato (Unido Europeia, ponto 18). Em termos operacionais, a
funcdo regulatdria ¢ partilhada entre governo e industria, normalmente por referéncia legal a um cédigo de pratica
elaborado pelo setor em consulta com o governo, com aplicagdo e san¢des usualmente a cargo de entidades setoriais
(OCDE, p. 129).
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Os indicadores propostos incluem a quantidade de comités de ética formados, o numero de

incidentes de vieses reportados e o nivel de transparéncia avaliado por instituigdes de controle.

Quadro 9 — Diretrizes estratégicas ¢ indicadores de implementagao

Eixo estratégico Diretrizes principais Indicadores sugeridos
- InFegNragao e.nt're S,EI, SIPAC, SIAFI e Transferegov; n° de dashboards ativos:
Tecnoloégico criacdo de dicionario de dados; ETL padronizados;
. oL tempo de resposta em consultas.
registros auditaveis.
Promogao de cultura de dados; capacitagao Percentual de servidores capacitados;
.. continuada; - .

Organizacional , . < . adesdo aos sistemas;

nucleos de inovacgao; . ~ g

. S satisfacdo dos usuarios.

revisdo e padronizacao de fluxos.

Conformidade com Decreto n° 10.426/2020 ¢

Portaria n® 13.405/2021; N° de normativos revisados;
Normativo aplicagdo da LGPD; avaliagdes de impacto realizadas;

elaboracdo de RIPD/ROPA; tempo médio de tramitagdo.

normatizacao interna de processos digitais.

Implementagao de IA explicavel (XAI); . -
. plen N ¢ » explicay ( ); N° de comités constituidos;
Etico- supervisdo humana significativa; .

. . incidentes reportados;
governamental relatdrios de impacto; A
N . . - grau de transparéncia.
transparéncia ativa com painéis acessiveis ao publico.

Fonte: Elaborado pela autora.

Esses quatro eixos devem ser compreendidos como dimensdes que se inter-relacionam, haja
vista que a legitimidade da infraestrutura tecnologica so6 ¢ alcangada quando apoiada por uma

cultura de dados, por regulamentos bem definidos e por protecdes éticas.

Valendo-se desses eixos, as instituicdes de ensino superior publicas tém a capacidade de
converter a execucdo dos Termos de Execucdo Descentralizada (TEDs) em procedimentos mais
transparentes, rastreaveis e fundamentados em evidéncias, promovendo confianga social na

administracao académica e financeira.

4.4.5 Implementagdo incremental e adaptativa

A implementacdo de Inteligéncia Artificial na execucdo e monitoramento de Termos de
Execucdo Descentralizada (TEDs) exige um processo progressivo e adaptativo, alinhado a
maturidade tecnoldgica, normativa e organizacional das instituicdes de ensino superior federais.
Em vez de agdes de grande magnitude implementadas de maneira subita, a experiéncia global e a

\

bibliografia relacionada a administracdo digital indicam caminhos incrementais, que podem

produzir resultados progressivos, monitorados e mensuraveis (Mergel et al., 2019).

Na etapa inicial, denominada fase de preparacado, ¢ fundamental que sejam estabelecidos os
fundamentos da governanca digital. Isso abrange a formagao de um comité de inteligéncia artificial
e governanga; a clara definicao de fungdes e responsabilidades; a criacdo de um dicionario de dados
voltado para os Termos de Execucdo Descentralizadas (TEDs); além da elaboragdo de relatdrios
de impacto e de registros das atividades de tratamento de dados, conforme estipulado na Lei Geral
de Prote¢do de Dados (Brasil, 2018). Esses instrumentos atuam como referéncia para a estipulagao

de indicadores de desempenho que guiardo as etapas subsequentes.

Subsequentemente, realiza-se a fase experimental, a ser desenvolvida em um ambiente

controlado (sandbox) no qual prototipos de automagao e relatorios de testes possam ser analisados
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em menor escala. Essa fase deve ser executada com dados reduzidos, sob a imprescindivel
supervisdo humana que deve promover um monitoramento juridico e ético, visando assegurar
seguranca ¢ legitimidade (NIST, 2023; Floridi, 2018). Os principais intuitos dessa fase sdo avaliar

hipdteses, reconhecer riscos € aprimorar 0s processos previamente a ampliagao institucional.

J& o terceiro estagio refere-se a expansdo progressiva, na qual as solucdes validadas
comecam a ser implementadas em diversas unidades académicas e administrativas. Essa etapa
requer a efetiva integracdo entre sistemas, como SEI, SIPAC, SIAFI e Transferegov; o
fortalecimento da padronizacdo de cadastros e chaves Unicas; ¢ a implementacdo de painéis
gerenciais que estejam disponiveis para gestores. Além disso, a formagdo continua das equipes
revela-se fundamental para garantir a implementacdo e a utilizagdo eficiente das novas ferramentas

(Wirtz et al., 2022).

Por tultimo, a etapa de operacdao continua solidifica 0 modelo, por meio da utilizagao de
algoritmos explicaveis (XAI); da supervisdo constante de riscos e vieses; ¢ da implementagao de
praticas de MLOps e LLMOps. Nessa fase, ¢ necessario expandir a transparéncia por meio da
divulgacdo de painéis publicos e relatorios de impacto, que possibilitem a sociedade monitorar a
implementacao dos TEDs e avaliar o desempenho das institui¢cdes (Arrieta et al., 2020; OECD,
2022).

Figura 6 - Trajetoria incremental de implementacdo de A e Business Analytics na gestdo de TEDs

PASSO 01

PASSO 04

g

Preparagao

Mapeamento de processos
e dados

@& L

Piloto controlado
(sandbox)

Expansdo gradual

4

Operacgao continua

Automacao de verificagbes
documentais

Integragdo SEI-SIPAC-
SIAFI-Transferegov

Aplicagao de algoritmos
preditivos (XAl)

Criagdo de dicionario de
dados

Geragdo de relatdrios de
teste

Painéis interativos internos

Comité de IA e Governanga
Digital

Monitoramento de
risco/viés

DPIA e parecer juridico

Capacitagdo de servidores

Transparéncia ativa com
dashboards publicos

Fonte: elaborada pela autora

A trajetoria incremental, representada na Figura 8, assegura que cada progresso seja
previamente validado antes de novas etapas, minimizando riscos operacionais, garantindo
conformidade normativa e promovendo o fortalecimento gradual da cultura organizacional.
Ademais, a monitoriza¢ao constante por meio de indicadores de desempenho possibilita adaptagdes
em tempo real e garante que a aplicagdo de Inteligéncia Artificial e Business Analytics nos TEDs
esteja em conformidade com os principios de eficiéncia, transparéncia e accountability (Clarke,

2019; Jobin; Ienca; Vayena, 2019).
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Dessa forma, o percurso gradual de implementacdo assegura que cada progresso seja
acompanhado por mecanismos de vigilancia constante, aptos a direcionar ajustes e garantir a
conformidade normativa e institucional. Por isso, para que esse procedimento seja sustentavel, ¢

imprescindivel relacionar cada fase do ciclo dos TEDs a indicadores especificos de desempenho.

Nesse sentido, a literatura abordando a gestao publica digital ressalta que os Indicadores-
Chave de Desempenho (KPIs) sdo ferramentas essenciais para converter diretrizes em resultados
mensuraveis, possibilitando a avaliacdo da eficiéncia, rastreabilidade e responsabilizacdo em
diversas etapas do ciclo (Donthu et al., 2021; Page et al., 2021). Ademais, pesquisas sobre governo
digital ressaltam que os indicadores de desempenho atuam como "portas de passagem" entre
diferentes fases da implementacdo incremental, permitindo que as decisdes sejam fundamentadas

em evidéncias e ndo apenas em avaliacdes subjetivas (Mergel et al., 2019; Wirtz et al., 2022).

Assim, os KPIs estabelecem-se como um vinculo fundamental entre os principios teoricos
e as praticas operacionais, fornecendo pardmetros objetivos para avaliar progressos, corrigir
desvios e reforcar a governanga digital. Com isso em mente, o quadro a seguir exibe uma matriz
de Indicadores-Chave de Desempenho (KPIs) em consonancia com as fases do ciclo dos Termos

de Execucdo Descentralizada (TEDs), englobando métricas relativas a processos, conformidade e

transparéncia.
Quadro 10 - Matriz de KPIs alinhados ao ciclo do TED
Etapa do TED KPI (indicador de desempenho) Fonte de dados
. % de processos autuados com documentag@o completa;
Autuagao tempo médio de autuagdo SEI/SIPAC
Tempo médio entre autuagdo e empenho;
Empenho % de inconsisténcias detectadas automaticamente SIAFI/ Transferegov
o % de notas fiscais conciliadas com contratos; . .
Liquidagao n° de divergéncias detectadas e corrigidas SIAFI / Relatorios de execucao
Tempo médio entre liquidag@o e pagamento; )
Pagamento taxa de retrabalho por glosa SIAFI / Controle interno
Prestacdo de % de prestacdes entregues dentro do prazo; . o
Contas n° de falhas documentais corrigidas; acessos ao painel piblico | SEI/Painel UnB / Auditoria

Fonte: elaborado pela autora

4.5 Consideragoes Finais

Este artigo destacou de maneira clara e precisa que, para que haja uma efetiva
implementagdo de Inteligéncia Artificial (IA) e Business Analytics na administracdo dos Termos
de Execucdo Descentralizada (TEDs) em instituicdes de ensino superior publicas, ¢ essencial que
existam diretrizes operacionais devidamente definidas. Essas diretrizes devem ser organizadas e
estruturadas com base em quatro pilares que estdo interconectados entre si: o pilar tecnoldgico, que
abrange as ferramentas e sistemas utilizados; o pilar organizacional, que diz respeito a estrutura e
aos processos internos; o pilar normativo, que envolve as regulamentagdes e leis pertinentes; e, por
fim, o pilar ético-governamental, que se refere a responsabilidade e a ética na governanga das

tecnologias aplicadas.
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Os resultados obtidos evidenciaram que a combinagdo eficaz de diferentes sistemas, a
padronizac¢do das informagdes, a automacao dos processos que sdo considerados criticos, além da
implementacao de salvaguardas que respeitem tanto as normas regulatérias quanto os principios
éticos, sdo fatores absolutamente essenciais para mitigar incertezas e garantir a capacidade de

rastreio dos dados, possibilitando uma utilizag@o responsavel das analises preditivas.

No que tange a aplicagdo pratica, foi sugerido um cronograma que se desenvolve de forma
incremental para a realizagdo da implementacdo. Esse cronograma estd meticulosamente
estruturado em quatro fases distintas: a etapa de preparagdo, seguida pela fase piloto, pela fase de
expansao e, por fim, pela fase de operagdo continua. Esse planejamento busca garantir que cada

etapa seja criteriosamente executada para assegurar um processo eficaz e eficiente.

Logo, esse caminho tragado possibilita que as institui¢des de ensino superior progridam de
maneira gradual, passando de métodos que apenas descrevem para aqueles que utilizam modelos
preditivos que sejam explicaveis. Essa transi¢do assegura ndo somente a seguranca juridica
necessaria, mas também a conformidade rigorosa com a Lei Geral de Prote¢do de Dados —
comumente conhecida pela sigla LGPD —, além de garantir total aderéncia as normas que regulam
os Termos de Execug¢dao Descentralizada, como o Decreto n° 10.426 de 2020 e¢ a Portaria

SEGES/ME n° 13.405 de 2021.

Além disso, o quadro, apresentado neste trabalho, que contém os indicadores-chave de
desempenho, comumente conhecidos pela sigla KPIs, se revela como um componente fundamental
para o monitoramento da efetividade das diretrizes que foram recomendadas. Esses indicadores
desempenham um papel crucial na avaliagdo e no acompanhamento das a¢des propostas, pois

podem assegurar que os resultados desejados sejam alcangados de maneira satisfatoria.

Ao considerar aspectos como o fluxo de tramitagdo processual, a conformidade em relacao
a documentagdo e a transparéncia ativa, os Indicadores de Desempenho (KPIs) conseguem
transformar principios muitas vezes abstratos em métricas que podem ser mensuradas de forma
quantificavel. Essa transformacdo permite que seja possivel realizar comparagdes entre diferentes
instituicdes de ensino superior, a0 mesmo tempo em que proporciona um suporte essencial para a
melhoria continua dos processos de gestdo administrativa e académica dentro das universidades.
Dessa maneira, os KPIs se tornam uma ferramenta valiosa para a avaliagdao e o aprimoramento das

praticas institucionais.

Entretanto, ¢ necessario reconhecer a existéncia de limitagdes significativas que ndo podem
ser ignoradas. A investigagdo realizada ndo incluiu a execugao de testes praticos utilizando dados
reais referentes a Termos de Execucao Descentralizada (TEDs), nem foram conduzidas entrevistas
qualitativas com profissionais que ocupem cargos de gestdo e com técnicos especializados na area.
Essa auséncia de metodologias praticas (pilotos empiricos e entrevistas) limita significativamente
a possibilidade de validar de forma concreta as diretrizes sugeridas neste estudo. Assim, a

efetividade e a aplicacao real das recomendacdes apresentadas ficam comprometidas.

Como agenda de pesquisa, propde-se a realizagdo de experimentos controlados em
instituicdes de ensino superior que ja operam painéis gerenciais, de modo a mensurar efeitos

causais sobre conformidade, eficiéncia e transparéncia. Recomenda-se, ainda, priorizar a selegao
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de casos de uso por meio de painéis de especialistas (por exemplo, método Delphi'?!), com critérios
explicitos de relevancia, risco e viabilidade. Por ultimo, também se recomenda promover a
colaboragdo com oOrgaos reguladores, criando um ambiente de sandbox regulatorio onde essas

iniciativas possam ser testadas de maneira eficaz e segura.

Diante do exposto, chegamos a conclusao de que a implementacdo de Inteligéncia Artificial
(IA) e Business Analytics na gestdo de TEDs ndo se limita apenas a uma mera atualizacio
tecnologica. Essa adogao deve ir além, englobando um programa abrangente de governanga digital
que exige nao apenas um planejamento estratégico meticuloso, mas também uma formagao
institucional solida. Ademais, ¢ imprescindivel que sejam estabelecidas salvaguardas éticas e
regulatorias que sejam suficientemente robustas para assegurar um funcionamento eficaz e

responsavel desses sistemas.

A implementacao das diretrizes e dos indicadores sugeridos neste trabalho pode contribuir
significativamente para o aprimoramento da eficiéncia, da transparéncia e da responsabilidade
(accountability) na administracdo das universidades. Portanto, esta acdo busca consolidar a
transformagao digital, que se apresenta como um elemento fundamental tanto para a legitimidade
quanto para a inovagdao no ambito do setor publico, promovendo, assim, um ambiente mais

moderno e eficaz na gestdo das institui¢des de ensino superior.
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5 CONSIDERACOES FINAIS INTEGRADORAS

A investigagdo, organizada na forma de multiplos artigos, teve como objetivo integrar trés
dimensdes fundamentais da interrelagdo entre inovacao tecnologica e governanga publica nas
universidades. O Artigo 1 delineou a produgdo cientifica em nivel global acerca da Inteligéncia
Artificial (IA) e Business Analytics na administragdo publica, evidenciando tendéncias emergentes
relacionadas a ética digital, governanga algoritmica e transformacao institucional. O Artigo 2
apontou os desafios tedricos e praticos que restringem o acompanhamento e execugao dos Termos
de Execu¢do Descentralizada (TEDs) nas universidades publicas brasileiras, tais como a
fragmentacdo dos sistemas, a falta de padroniza¢do e a limitada rastreabilidade. J4 o Artigo 3
apresentou orientagdes praticas para a implementacdo de Inteligéncia Artificial (IA) e Business
Analytics na gestdo de universidades, organizadas em quatro eixos estratégicos: tecnologico,

organizacional, normativo e ético-governamental.

Ao abordar a questdo central da investigagdo — de que forma as tecnologias emergentes
podem otimizar a gestdo e a transparéncia dos TEDs em instituigdes de ensino superior publicas
no Brasil —, os trés artigos evidenciam que a implementagao de Inteligéncia Artificial (IA) e de
Business Analytics deve ser entendida como um programa de governanga digital, em vez de ser
tratada como um projeto isolado de Tecnologia da Informacao. As anélises normativa, bibliografica
e institucional destacaram que a modernizagdo e a conformidade sdo interdependentes, quando
fundamentadas em processos padronizados, infraestrutura interoperavel, salvaguardas éticas e

métricas passiveis de auditoria.

5.1 Contribuicoes

Sob a perspectiva cientifica, a pesquisa desempenha um papel importante ao contribuir para
o preenchimento de uma lacuna existente, uma vez que sugere um modelo de governanca digital.
Esse modelo ¢ fundamentado em marcos normativos de carater nacional, como os apresentados em
documentos oficiais brasileiros datados de 2018, 2020 e 2021. Além disso, também se inspira em
experiéncias internacionais relevantes, as quais incluem, entre outras, 0 47 ACT de 2024, a Al Bill
of Rights de 2022, as diretrizes do NIST de 2023 e os principios estabelecidos pela UNESCO em
2021.

Dentro do ambiente institucional, a demonstragdo pratica realizada pela Universidade de
Brasilia (UnB) reforga as observacdes previamente feitas por Resende, Nascimento e Costa (2023),
além de Rolim (2020), que ja haviam indicado que painéis de controle integrados, também
conhecidos como dashboards, possuem a capacidade de atuar como um alicerce importante para o

desenvolvimento progressivo da maturidade digital nas instituicdes que compdem o setor publico.

Sob a perspectiva social, as orientagdes propostas ressaltam que a transformacao digital
deve se alinhar a valores que sustentam a democracia, o que implica na promogao da eficécia e da
integridade na gestdo dos recursos que pertencem a sociedade. Dessa forma, busca-se também

aumentar a credibilidade que os cidaddos depositam nas institui¢cdes que os representam.
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5.2 Limita¢oes do Estudo

E essencial fazer o reconhecimento de certas limitagdes deste estudo. Primeiramente, a
validacdo empirica apresentou limitagdes, ja que ndo foram efetuados testes em um ambiente de
producdo que utilizasse modelos preditivos aplicados de forma direta aos Termos de Execugao

Descentralizada, conhecidos como TEDs.

Além disso, a variedade institucional que caracteriza as universidades brasileiras estabelece
restricdes que dificultam a generaliza¢ao dos resultados encontrados, tornando necessario que as
diretrizes sugeridas sejam moldadas de acordo com as particularidades de cada contexto especifico

em que essas instituigdes estdo inseridas.

Também ¢ preciso considerar o ambiente dindmico das normas e regulamentos. As
legislagdes que tratam de Inteligéncia Artificial e de governancga digital estdio em um processo
continuo de evolugdo e transformacao, o que torna absolutamente necessario que sejam realizadas
revisdes frequentes e periodicas nas praticas e diretrizes adotadas pelas instituigdes e pela
academia, a fim de se adequar as mudangas e as novas demandas que surgem nesse campo em

desenvolvimento.

Entretanto, essas limitagdes ndo comprometem, de forma alguma, a importancia das
contribui¢des que foram alcancadas até o momento; pelo contrario, elas acentuam ainda mais a
urgéncia e a necessidade de realizar um aprofundamento nas investigagdes que ocorrerdo em fases
futuras. Esse aspecto se alinha com as consideracdes feitas por Kubota em sua obra de 2023, na
qual ele aponta diversas fragilidades existentes no sistema regulatorio brasileiro destinado a

Inteligéncia Artificial, bem como na area de governanca digital.

5.3 Perspectivas Futuras
Para pesquisas futuras, sugere-se o aprofundamento em trés frentes complementares:

A primeira frente consiste na implementacdo de projetos-piloto e de investigacoes
empiricas em universidades federais, com foco na avaliagdao da interoperabilidade entre sistemas
estruturantes, como SIAFI, Transferegov, SEI e SIPAC. Nessas iniciativas, algoritmos preditivos
podem ser aplicados para estimar riscos de glosas e mensurar a tempestividade das prestagdes de
contas. Como metas para um horizonte de 12 meses, propde-se: aumentar em 15 pontos percentuais
a aprovacao de contas sem ressalvas; reduzir em 20% o tempo médio de tramitacdo; e assegurar a

existéncia de logs auditaveis em todas as fases do ciclo dos TEDs.

A segunda direcao refere-se ao aprofundamento ético e normativo. Isso inclui analisar o
papel desempenhado por entidades de controle, conselhos académicos e pela propria sociedade
civil na supervisao do uso de Inteligéncia Artificial, estimulando a institucionaliza¢ao de Relatorios

de Impacto a Prote¢ao de Dados (RIPDs) e a constitui¢ao de comités de ética digital.

Por ultimo, a terceira vertente envolve a avaliacdo da experiéncia dos usudrios finais.

Entrevistas com administradores e servidores devem ser conduzidas para captar percepcdes sobre
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a usabilidade dos sistemas, o nivel de aceitag@o e os efeitos praticos dos painéis digitais na rotina

administrativa e financeira das universidades.

Por fim, recomenda-se a adocao de sandboxes regulatorios e de avaliagdes de impacto
proporcionais ao risco das solucdes de [A. Esse arranjo esta alinhado ao A7 Act da Unido Europeia,
que institui sandboxes para testar sistemas em ambiente controlado e com salvaguardas (abordagem
baseada em risco), e estabelece obrigagdes graduadas conforme o nivel de risco do sistema,
fortalecendo transparéncia e supervisao continua (Regulamento UE 2024/1689). Em paralelo, a
OCDE sistematiza as politicas publicas sobre sandboxes de 1A (conforme finalidade, governanga,
critérios de admissdo e avaliacdo), destacando sua utilidade para conciliar inovagao e protecao de
direitos.

Ja para avaliagdes de impacto, o Governo do Canada oferece um modelo maduro de
Algorithmic Impact Assessment (AIA), obrigatério e escalonado por risco, enquanto o NIST Al
RMF e a ICO (Reino Unido) disponibilizam guias operacionais para gestdo de risco,
explicabilidade e prestacdo de contas ao longo de todo o ciclo de vida dos sistemas. Em conjunto,
esses referenciais convergem para mecanismos flexiveis de experimentagdo, transparéncia e

supervisao continua como condigdes para uma governanca algoritmica confiavel.

5.4 Riscos e Salvaguardas

A analise permitiu identificar quatro categorias de risco que incidem diretamente sobre a

gestdo digital dos TEDs:

O primeiro refere-se ao ambito tecnoldgico, marcado por falhas de integragao entre sistemas
estruturantes. Para mitiga-las, recomenda-se o uso de APIs'? padronizadas, acompanhadas de

mecanismos de redundancia capazes de assegurar a continuidade do fluxo informacional.

O segundo risco ¢ de natureza juridica, relacionado a inconformidade com a Lei Geral de
Protecdo de Dados (LGPD) e com o Decreto n° 10.426/2020. Nesse caso, a mitigacdo passa pela
elaboragdo sistematica de Relatorios de Impacto a Prote¢ao de Dados (RIPDs) e pela emissao de

pareceres prévios que garantam a aderéncia normativa.

No plano organizacional, os desafios derivam da resisténcia a mudanga, manifestada em
praticas burocraticas consolidadas e em barreiras culturais a adocdo de novas tecnologias. A
superagdao desse entrave exige programas de capacitacdo continua e a criagdo de nucleos de

inovagdo que promovam uma cultura institucional orientada por dados.

Por fim, no plano reputacional, o risco maior consiste na ocorréncia de vieses ou falhas
algoritmicas, capazes de comprometer a legitimidade institucional. A resposta recomendada para
esse problema ¢ assegurar supervisdao humana significativa em todas as etapas criticas e instituir

mecanismos de contestacdo que permitam revisar decisdes automatizadas.

12 API (Application Programming Interface): conjunto de regras, protocolos ¢ padrdes que permitem a comunicagdo
entre diferentes sistemas e aplicagdes. Em termos praticos, funciona como uma “ponte” que possibilita que softwares
distintos compartilhem dados e funcionalidades de forma segura e estruturada. As APIs padronizadas facilitam a
interoperabilidade, reduzem a duplicidade de esforcos e asseguram que sistemas heterogéneos possam se integrar de
maneira continua. Em ambientes publicos, seu uso ¢ considerado essencial para garantir eficiéncia administrativa,
reduzir falhas de integracdo e possibilitar auditoria e rastreabilidade nos fluxos de informacao (NIST, 2023).
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Esses riscos confirmam a necessidade de adotar estratégias progressivas, fundamentadas
nos principios de privacy by design e risk by design, que conciliem inovagdo com salvaguardas

juridicas e éticas.

5.5 Sintese Integradora

Os trés artigos convergem para a constru¢ao de um modelo integrado de governanca digital
universitiria. Nesse arranjo, a infraestrutura tecnoldgica, sustentada por dados confidveis e
processos de automagao, constitui a base para garantir a rastreabilidade; a cultura organizacional
funciona como suporte a inovagao ¢ a transformacao institucional; os marcos normativos oferecem
a seguranga juridica indispensavel; e as salvaguardas éticas asseguram a legitimidade democratica

das decisdes e praticas digitais.

Esse modelo conecta os avangos da literatura internacional, que discute ¢ética,
explicabilidade e responsabilidade algoritmica, com diagnosticos da realidade nacional, que
evidenciam a fragmentacao, a auséncia de padronizagdo e os limites da rastreabilidade no ciclo dos
TEDs. A sintese desses aportes possibilita a consolida¢do de diretrizes replicaveis e auditaveis,

adaptaveis ao contexto das universidades publicas brasileiras.

Quadro 11 — Integragdo dos Achados da Pesquisa

Achados

Artigo o . . Evidéncias Diretriz Proposta Indicadores/Metas
Principais
B1bl1or~netrla: . Estrutura em 4
ascensdo de Wirtz; Weyerer; Geyer eixos (tecnoldgico Inclusdo de métricas de
Artigo 1 IA/Business (2019); Clarke (2019); or, anizacionalg ’ ética e explicabilidade
Analytics na Floridi (2018) & ’ p

gestio piiblica normativo, ético)

Desafios dos

TEDs: Resende; Nascimento; | Integragdo . ‘1
. ~ . N Reduzir tempo médio de
Artigo 2 fragmentagdo, Costa (2023); Rolim sistémica e fluxos tramitacio em 20%
padronizagdo, (2020); Cunha (2022); | padronizados ¢ ’
rastreabilidade

Protétipo DAF/UnB Painéis integrados € | Aumento de 15 p.p. em
(Power BI); TCU algoritmos aprovagdes sem ressalvas;
(2022); Kubota (2023) | preditivos com XAl | logs auditaveis 100%

Diretrizes praticas

Artigo 3 de implementagao

Fonte: Elaborado pela autora.

Os resultados alcancados demonstram de maneira clara que as universidades publicas
enfrentam desafios reais e palpaveis em relagdo a sua gestao. Entretanto, ao mesmo tempo, essas
instituicdes também possuem oportunidades significativas que podem ser aproveitadas para
converter dados em ferramentas eficazes de governanga e informagao, principalmente por serem
centros de referéncia em ensino e pesquisa. Isso significa que, embora as dificuldades existam, ha
um caminho em potencial para o desenvolvimento e a melhoria na administracdo dessas

universidades, principalmente em relacao a gestdao financeira e orgcamentaria.

Apos a conclusdo da fase de analise metodoldgica, bem como da formulagdo das diretrizes
que a acompanham, o trabalho prossegue para a sua se¢do final. Nessa ultima parte, serdo

apresentadas as conclusdes gerais que fundamentaram esta pesquisa.



86

6 CONCLUSAO

O estudo demonstrou que solucdes digitais, quando apoiadas por processos claros,
conformidade normativa, dados confidveis e salvaguardas éticas, elevam a transparéncia, a
rastreabilidade e a eficiéncia na gestdo de TEDs. O formato multipaper permitiu: a) mapear
tendéncias internacionais; b) diagnosticar obstaculos institucionais; e ¢) formular diretrizes praticas

com indicadores.

6.1 Sintese dos objetivos e alcance

Este estudo visou compreender e identificar as condi¢cdes essenciais para que solugdes
digitais sejam incorporadas de forma efetiva a governanca de TEDs, e concluiu que, para incorporar
IA e Business Analytics, € preciso desloca-las da posic¢ao de recursos acessorios, reconhecendo-as

como componentes estruturais e indispensaveis desse arranjo de gestao.

Os objetivos especificos estabelecidos inicialmente foram de fato alcancados, e, nesse

contexto, € possivel ressaltar as seguintes conquistas:

O levantamento bibliométrico realizado demonstrou de forma bastante clara que ha uma
crescente importancia de temas como inovagao, governanga e responsabilidade no ambito da
administragdo publica. Isso indica uma tendéncia significativa de tornar esses topicos cada vez

mais centrais nas discussdes e praticas relacionadas a gestao publica.

Por outro lado, o diagndstico realizado de forma empirica revelou a presenca de
dificuldades que se mostram persistentes ao longo do tempo. Entre essas dificuldades, destacam-
se a fragmentagdo dos sistemas utilizados, a auséncia de fluxos devidamente padronizados e, além
disso, a reduzida integracdo entre as plataformas implementadas a nivel nacional e os sistemas
internos que sao utilizados pelas universidades. Esse quadro evidencia a necessidade de revisdo e

melhorias nos processos adotados.

Por ultimo, ¢ importante mencionar que as diretrizes, que foram cuidadosamente
desenvolvidas, foram categorizadas em quatro dimensdes distintas e bem definidas: a dimensao
tecnologica, a dimensdo organizacional, a dimensdao normativa ¢ a dimensdo ¢ética. Essa
organizacao transformou os achados obtidos em parametros claros, facilmente observados, além

de gerar indicadores que viabilizam o acompanhamento € monitoramento continuo desses aspectos.

A andlise conjunta dos artigos ressalta uma ideia fundamental, que se evidencia com
clareza: as ferramentas digitais tém a capacidade de produzir um valor consideravel, porém isso
somente ocorre quando elas estdo conectadas a instituicdes que possuem uma estrutura
organizacional solida e claramente estabelecida. Essa interconexdo ¢ essencial para que as
tecnologias digitais possam realmente contribuir de forma significativa. Assim sendo, a efetividade
e o sucesso dessas tecnologias estdo intimamente ligados a robustez e a capacidade das
organizagdes que as adotam e as colocam em prética. Portanto, ¢ fundamental que as instituicoes

tenham uma base so6lida para facilitar a implementagao dessas inovagdes tecnologicas.

Além disso, ¢ preciso destacar que os painéis de gestdo, em conjunto com os relatdrios

elaborados de maneira automatizada, possuem a habilidade de uniformizar as informagdes que sdo
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exibidas e, a0 mesmo tempo, de reduzir significativamente a quantidade de retrabalho que ¢
exigida. Essa combina¢do ndo apenas torna o processo mais eficiente, mas também assegura que
as informagdes sejam apresentadas de forma consistente e clara. Dessa forma, esses recursos t€ém
o potencial de gerar resultados imediatos e comprovadamente eficazes. Além disso, sua utilizagao

facilita a obtencao de respostas rapidas e de alta qualidade.

J& em um estdgio mais avancado de desenvolvimento, os modelos preditivos demonstram
uma notavel habilidade para antecipar situagdes de atrasos, glosas e outras inconsisténcias que
podem ocorrer, oferecendo, assim, um suporte imprescindivel para garantir a alocagdo correta de
recursos e para estabelecer prioridades com relagdo aos esforcos que devem ser investidos. Assim
sendo, essas ferramentas oferecem uma perspectiva mais nitida e eficiente em relagdo as
necessidades da gestdo, desempenhando um papel importante no apoio de quais agdes estratégicas
tomar. Essas agdes tém como objetivo primordial a otimizacdo do rendimento nas atividades

realizadas.

Entretanto, esses avangos conseguem se sustentar de maneira eficaz apenas quando sdo
respaldados por uma administra¢do adequada dos dados, por uma padronizacao apropriada dos
registros, pela adogdo de mecanismos que assegurem a verificagdo constante das informagdes e,

por fim, pela participagdo relevante e expressiva de individuos ao longo de todo esse processo.

Esse agrupamento de conceitos pode ser condensado em uma linha de raciocinio que

evidencia um avango gradual ao longo do tempo:

Figura 7 - Logica Gradual de Gestdo dos TEDs

institucionalizar
ciclos
permanentes de
aprendizado e

avancar para
analises
preditivas

Consolidar Automatizar acompanhada melhoria
painéis verificacoes sde
descritivos e e auditorias salvaguardas
Padronizar interoperabili
dados e dade

fluxos

Fonte: Elaborada pela autora

Como demonstrado na Figura 9, a ado¢do de iniciativas praticas deve ocorrer de forma
gradual e cuidadosa, equilibrando, de um lado, as limitagdes financeiras que frequentemente
restringem a capacidade de investimento, e, de outro, a autonomia que as universidades possuem
para decidir e conduzir suas proprias atividades. Nesse cenario, o ponto de partida para a
implementacao do uso de 1A e Business Analytics na gestdo de TEDs deve seguir o seguinte

planejamento:

Etapa 1 — Estabelecimento da estrutura inicial. Para comegar a utilizar essas tecnologias,
¢ crucial que sejam elaborados glossarios compartilhados que contenham definigdes claras e

precisas, de forma a garantir uma comunicacao eficaz entre os envolvidos. Além disso, € necessario
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identificar, de forma detalhada, quais sdo os responsaveis por cada uma das etapas que compdem
o ciclo dos TEDs, um processo que envolve Transmissdo, Estabelecimento, Desdobramento e
Acompanhamento das informagdes. Também ¢ importante criar pontos de integragdo entre
diferentes sistemas, de modo a permitir uma comunicagao fluida e eficiente entre eles. Por tultimo,
¢ fundamental publicar um painel basico que possibilite 0 acompanhamento continuo e organizado
de todas as atividades relacionadas ao ciclo dos TEDs, facilitando, assim, a visualizacdo do

progresso e do status das operagdes.

Etapa 2 — Consolida¢ao e Confirmagao. O proximo passo a ser tomado ¢ implantar
sistemas automatizados que realizem conferéncias e processos de reconciliagdo com eficécia, e
estabelecer comités voltados para a administragdo de dados e para a ética no ambiente digital.
Também ¢ fundamental adotar relatdrios que apresentem impactos proporcionais ao nivel de risco,
assim como implementar trilhas de auditoria que sejam confidveis e robustas. Essas agdes visam

garantir uma gestao mais eficiente e responsavel dos dados e processos envolvidos.

Etapa 3 — Avanco analitico. Essa fase envolve a realizacdo de uma analise mais profunda
e detalhada dos dados ou informagdes que foram coletados anteriormente. O objetivo aqui €
alcancar um entendimento mais claro e abrangente, permitindo que qualquer relagdao ou padrao que
ainda ndo havia sido observado seja identificado. Além disso, nessa fase ¢ importante que se
formule hipoteses e se examinem as possiveis conclusdes que podem surgir a partir da analise em
questdo. Essa etapa € crucial para o desenvolvimento de estratégias futuras e a tomada de decisdes
informadas. Elaborar modelos preditivos que sejam compreensiveis € que possam ser explicados €
fundamental para fornecer suporte em decisdes que sdo consideradas cruciais. Além disso, €
importante estabelecer mecanismos que permitam a contestagdo e a revisdo por parte de seres
humanos. Nesse sentido, ¢ igualmente relevante conduzir projetos-piloto que sejam realizados sob

supervisao, em colaboragao com as instituigdes de controle competentes.

Os indicadores que foram recomendados para avaliagdo incluem diversos aspectos
relevantes, como a capacidade de interoperabilidade entre diferentes sistemas, que € essencial para
a comunicacao eficiente. Além disso, ¢ importante considerar o tempo médio de tramitagdo em
cada etapa dos processos, o que fornece uma nocao clara da eficiéncia operativa. Outro ponto a ser
observado ¢ a integridade das informagdes, que garante a precisdo e a confiabilidade dos dados.
Adicionalmente, o grau de transparéncia ativa precisa ser avaliado, uma vez que reflete a abertura

da institui¢do em compartilhar informagdes com o publico.

Além disso, a conformidade com a legislagao em vigor ¢ outro aspecto crucial que requer
atencao. Também ¢ necessario analisar os incidentes que foram tratados ao longo do tempo, pois
isso pode indicar a capacidade de resposta da equipe. Por fim, ¢ fundamental investigar a
capacitagdo das equipes e o nivel de adesdo as novas rotinas introduzidas, uma vez que isso impacta

diretamente na eficacia das operagoes.

Por outro lado, a modernizagao de processos, sistemas e estruturas apresenta uma série de
desafios significativos que ndo devem, em hipdtese alguma, ser subestimados ou tratados com
indiferenca. E fundamental que esses obstaculos sejam reconhecidos e enfrentados, uma vez que

eles podem impactar diretamente o sucesso das iniciativas de modernizagao.
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Nesse sentido, cabe pontuar que um dos obstaculos, a dependéncia excessiva em relagdo a
fornecedores externos, pode ser superado ou mitigado por meio da utilizacdo de padrdes abertos
— que sao protocolos € normas amplamente reconhecidos e aceitos— e da disponibilizacdo de
documentacao técnica que seja de facil acesso e compreensdo. Essa abordagem permite que as
organizagdes se tornem mais autdnomas e, consequentemente, menos vulneraveis as restricdes

impostas por fornecedores especificos.

Outro fator que precisa ser considerado ¢ que os custos relacionados a transicdo e a
adaptagao das organizagdes necessitam de um planejamento cuidadoso, que necessita incorporar
um processo de formagao continua, que ¢ fundamental para garantir que todos estejam preparados
para lidar com as mudancas. Ademais, ¢ imprescindivel oferecer incentivos que estimulem a

adogdo e a utilizacdo efetiva das novas ferramentas que estao sendo introduzidas.

Ja as questdes relacionadas a prote¢ao de dados pessoais precisam ser abordadas desde o
inicio do desenvolvimento das solucdes tecnoldgicas, sendo essencial implementar medidas como
a anonimizacao sempre que se fizer necessario. Além disso, ¢ fundamental que haja uma defini¢ao
clara e precisa dos propdsitos para os quais os dados estdo sendo coletados e utilizados. Isso garante
que as praticas de manejo de dados estejam alinhadas com as legislagdes vigentes e com as

expectativas dos usudrios.

Portanto, a preocupagdo com a privacidade deve ser intrinseca ao processo de criacdo e
implementagdo das solugdes, desde sua concepcao até sua execug¢do. Ademais, ¢ extremamente
relevante adotar medidas que visem a prevencdo de vieses, garantindo, assim, a manutencdo da
capacidade de realizar revisdes de forma independente em relacao as decisdes tomadas. Também
¢ essencial elaborar estratégias de capacitagdo que tenham como objetivo diminuir as assimetrias
que podem existir internamente entre diferentes unidades. Essas acdes ndo s6 promovem a

equidade, mas também fortalecem a colaboragado entre as partes envolvidas.

6.2 Modelo de governanca proposto

E sugerido que se desenvolva um modelo de governanga que integre de maneira harmoniosa
funcdes que sdo tanto técnicas quanto politicas. Essa abordagem visa criar uma estrutura eficiente,
na qual as responsabilidades e as decisdes sejam compartilhadas entre especialistas em areas
especificas e lideres politicos, proporcionando um equilibrio que pode beneficiar a eficacia e a
transparéncia dos processos de gestdo. Os papéis e atribuigdes que cada nivel da organizagdo deve

assumir no planejamento e adogdo das novas tecnologias sdo:

= Estratégica (alta gestdao): prioridades, orgamento e risco; aprovagao de metas e politicas.

= Téatica (comités de dados e ¢ética): padroes, qualidade, acesso, AIA/RIPD,
monitoramento de riscos.

= Operacional (equipes técnicas e areas-fim): ETL, diciondrio, reconciliacdo, painéis,

atendimento a auditorias.

Os comités responsaveis tanto pelos dados quanto pela ética digital t€ém a importante tarefa

de coordenar a defini¢do de padrdes e realizar a avaliacdo dos riscos envolvidos; simultaneamente,
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o controle interno, em conjunto com a ouvidoria, deve se encarregar de garantir uma auditoria que
ocorra de maneira continua e sistematica. Além disso, o profissional responsavel pela prote¢ao de
dados tem o papel fundamental de articular as orientagdes necessarias e prestar contas sobre suas
atividades. As equipes que trabalham na area técnica devem se envolver ativamente na manutengao

dos painéis informativos e na execucao de rotinas estabelecidas.

Por fim, a alta administracdo precisa assegurar uma lideranga eficaz, priorizando
adequadamente o or¢gamento e assumindo a responsabilidade pelas decisdes tomadas. Esse tipo de
arranjo resulta em uma promocgdo efetiva da corregulacdo em colaboracdo com os o6rgaos
responsaveis pelo controle, além de contribuir significativamente para o fortalecimento da
transparéncia nas informagdes e processos. Ademais, essa situagdo também leva a diminui¢ao dos

custos relacionados a coordenacgao entre as diversas partes envolvidas.

6.3 Limitacoes e agenda de pesquisa

O estudo revelou progressos ao sugerir diretrizes e indicadores-chave de desempenho
(KPIs) para a administragdo de Termos de Execu¢do Descentralizada (TEDs) em institui¢des de
ensino superior publicas; no entanto, ele também apresenta restrigdes que requerem

reconhecimento. Nesse sentido, trés aspectos necessitam ser ressaltados:

(1) a triangulacao qualitativa, considerando que ndo houve a condugdo de entrevistas
ou grupos focais que possibilitassem a captacdo de percepgdes organizacionais € 0s
impactos culturais da transformacao digital;

(11) os testes em produgcdo, uma vez que os KPIs ainda nao foram validados
empiricamente por intermédio de pilotos supervisionados, que contassem com
registros completos e critérios de sucesso previamente estabelecidos; e

(iii)  a comparabilidade interinstitucional, dado que ndo foram elaborados benchmarks
que viabilizassem a avaliagdo das diferencas de maturidade digital entre as

universidades federais.

Portanto, como pauta de investigacdo, sugere-se a implementacdo de estudos pilotos
controlados em diversos contextos institucionais, empregando metodologias quase-experimentais
para analisar a eficidcia dos KPIs. Recomenda-se, adicionalmente, a adogdo de painéis Delphi
compostos por especialistas para a priorizagao dos riscos identificados, assim como a realizagdo de
testes em ambientes supervisionados, contando com o suporte de sandboxes regulatorios
estabelecidos em colaboragdo com entidades de controle. Essas a¢des possibilitariam a validagdo
das diretrizes sugeridas, a consolidagdo de critérios de transparéncia e explicabilidade, além de
aprimorar indicadores de desempenho que sejam mais eficientes e eficazes para a governanca

digital dos TEDs.

6.4 Conclusao Final

Os resultados obtidos por meio da pesquisa demonstram de maneira perceptivel que os

objetivos propostos foram, de fato, alcangados com éxito. Foi demonstrado que, quando
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acompanhadas de informag¢des com alta confiabilidade e de processos que estdo claramente
definidos e que apresentam um cumprimento rigoroso das normas estabelecidas e cuidados éticos
adequados, as solugdes digitais se transformam em uma componente fundamental para aprimorar
a habilidade da administrag¢do publica em gerir Termos de Execucao Descentralizados de maneira
mais eficiente, garantindo ao mesmo tempo maior transparéncia e responsabilidade nas agdes

realizadas.

A curto prazo, a implementagao de painéis de controle e automacgdes torna mais eficiente a
execuc¢ao das atividades, além de facilitar o processo de prestacao de contas. J4 a médio prazo, a
utilizagdo de andlises preditivas se torna uma ferramenta valiosa, pois possibilita uma maior
antecipagdo dos riscos que possam surgir, a0 mesmo tempo em que contribui para a otimizagao no

uso dos recursos disponiveis.

Logo, a relevancia desta dissertacdo reside na criagdo de um roteiro incremental. Esse
documento ¢ composto por diretrizes claramente definidas e por indicadores que possibilitam o
acompanhamento eficiente. Ele tem como objetivo orientar, de maneira precisa, os gestores
universitarios no processo de conversdao de dados brutos em evidéncias que sejam passiveis de
auditoria e verificacdo. Isso significa que o material oferece um apoio estruturado, que pode
facilitar a implementacdo de melhorias e a tomada de decisdes informadas na administragdo

universitaria.

No ambito tedrico, a pesquisa se insere na discussdo mais ampla sobre a agenda
internacional relacionada a governanga digital, focando especificamente nos TEDs e destacando
de que forma as decisOes institucionais, assim como as diretrizes normativas, influenciam e
configuram as oportunidades de inovagdo dentro da administragdo publica. Dessa maneira, fica
claro que as varidveis escolhidas no contexto institucional sdo determinantes para o

desenvolvimento de praticas inovadoras.

Entretanto, a modernizacdo dos TEDs demanda politica institucional de longo prazo:
liderancga, planejamento, aprendizado continuo e compromisso com o interesse publico. O roteiro
proposto com diretrizes claras, indicadores e salvaguardas, fornece um caminho realista para
converter dados em evidéncias auditaveis, sustentando decisdes melhores na gestao dos recursos e

fomentando maior confianga social nas institui¢des de ensino superior e na administragdo publica.
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Resumo:

Este antigo lmvestiga os desaflas éticos ¢ de responsabllidade relacionadas & aplicagio da inseligéncia artificial
(1A} na gestdo fnancelra de waiversidades publicas brastlelras. A partir da Weratura ¢ de estudas de caso,
evidencla-se que a IA pode promover eficiéncta, reduzir esmos ¢ melhorar a ransparéncta. No entanto, sua
implementagdo exige o enfreéamento de dilemas relacionados A responsabilidade algoritmica, & protegdo de
dados ¢ & necessidade de capacitagdo institucianal. O estudo propde wm modelo de andlise baseado nas
capacidades sistemdticas e axtoldgicas da IA. apolado em um referenclal dtico e de governanga pdblica.
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L. Introducio

A Intedigéncia antificlal (IA) tem emergido como uma das tecnologlas mals disruptivas do século XX,
impactando setores estratégicos e reformulando peaticas Institucionals em escala global. Nos dltimas anas,
governas ¢ cegantzagdes pdblicas ao redor do mundo 16m intensificado Investimentas em sistemas baseados em
IA com o objetivo de melhorar a qualidade das servigas pablices, ampliar a eficiéncia operacional e responder
de forma mals dgll 3s demandas da socledade.

A adogho dessa tecnologla nas sistemas adminkstratives, fiscals, de sulde, de educacdo e de jJustica J4
¢ apresenta como uma tendéncla lrreversivel, com experiénclas diversas que vio desde 0 uso de charbots para
atendimento 20 cidaddo até algoritmos peeditivos aplicadas a0 controle de gastos publicas.

No contexto das finangas poblicas, a IA tem se consolidado como uma alladh potenclal na
modernizagdo das priticas de gestdo e controle. Por medo da andlise automatizada de grandes volumes de dadas,
¢ passivel Identificar padrdes de comportamento, antecipar riscos, monltorar desvios oramentdrios e propos
cendrios de alocagio mals eficlente de recursos. Essas funcionalidades slo particularmente relevantes em
tempos de restricho orcamentiria e de matar controle fiscal, nos quals a peessdo por resultados ¢ a demanda por
malor transparéncia crescem em paralelo,

Patses como Canadd, Relno Unido, Estbnla e Finlinda tém liderado Inkctativas voltadas 3
implementagdo de sistemas Inteligentes para apolar decisées financedras publicas, a0 mesmo tempo em que
enfrentam o desafio de equilibrar Inovagdo com seguranca Instituctanal, peivacidade de dados e equidade.

Contudo, 3 medida que essas solugbes tecnoldgicas se expandem, ambém emesgem riscos élcas ¢
instituclonals. Sistemas de [A, quando mal desenhados ou aplicados sem critérios rigorosas de governanga,
podem reproduzir desigualdades, reforcar vieses histdricos peesentes nos dadas e compromeser as principlos de
Justica e accountabllity.

Ak disso, a crescente automacho de decisdes administrativas complexas levanta questionamentos
sobre a responsabilidade legal em casos de esro, a opacidade dos critérios algoritmicos e a perda de espagos de
discemimento bumano em processos tradiclonalmente gulades por julgamento ténko e sensibilidade
contextual.

Esse cendrio tem Impulsionado o debate sobee a necessidade de estruturas normativas que assegurem
uma implementacho ética da IA no setor publico, com diretrizes claras para sua regulagdo, mondioramento ¢
commegdo.

No Brasil, o movimento de Insergdo da Inteligincia artificlal na administracdo publica ainda ¢
Inclplente, mas apresenta avangos impoctantes em algumas dreas, como os tribunals de contas, os flscos
estaduals ¢ a Justica eleltoral. Contudo, observa-se uma lacuma significativa no que se refere 3 estruturacho de
marcos éticos ¢ diretrizes Institucionals que arlentem a aplicacdo dessas tecnologlas em conformidade com os
valares do servigo pdblico.
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Tal desaflo se torna alnda mals complexo quando se considera 0 cendrto das universidades pablicas,
marcadas por astonomia administrativa, diversidade de processos Internos e complexidade na execugdo
orcamentdria. Nessas InstitulcOes, a adogdo de solugbes Inteligentes para a gestio financelra pode representar
ganhos expressivas, mas também exige culdados especificos com os principlos de  transparéncia,
responsabilidade e participacio.

A gestio fimancelra nas universidades pablicas beastletras lda com um amblente desaflador: escassez
de recursos, exigénclas reguladrias, muktiplicidade de fomtes de financlamento ¢ elevada pressio soctal por
eficiéncla e accountability. Nesse contexto, a IA poderia apolar a tomada de decisio com base em dados mals
precisos, monktorar execucbes arcamentirias em tempo real, anteclpar gargalos operacionals e qualificar as
processas de prestagdo de contas.

No entanto, sua Implementagio sem critérios étkos bem definidos pode comprometer direltas
fundamentals, reproduzir Injusticas ou gerar decisdes automatizadas sem a devida contextualizagho, ferindo as
principlos constituclonals que regem a admintstragdo pablica.

Diante desse panorama, toma-se essenclal aprofundar a discussdo sobre os desafios éticos e de
responsabilidade na aplicagio da Inteligénela artificlal na gestdo financelra das universidades poblicas
brasileiras. E necessirio compeeender como essas tecnologlas podem ser utilizadas de forma responsdvel,
alinhadas aos peinciplos da legalidade, moralidade, impessoalidade ¢ eficiéncla.

Este artigo tem como objetivo analisar esses desaflos 3 huz das experidncias Internacionals ¢ da
realidade beasilelra, colaborando para a construcho de diretrizes que contribuam para a adogdo segura, ética e
eficaz da IA no setor universitario publico.

A partir dessa andlise, pretsende-se oferecer subsidios tedeicos e priticos para a elaboragio de politicas
instituclonals de governanga algocitmica que considerem a complexidade e as especificidades do comtexto
educacional pablico no pals.

II. Referencial Teérico
A aplicacso da inteligéncia artificlal (IA) no setor piblico, especlalmente na gestio financeira de
universidades, demanda uma compreensdo critica das marcas conceltuals e normativas que sustentam seu uso
responsdvel. O referenclal tedrico deste estudo estrutura.se a partir de quatro elxos peincipats: governanca
algaritmica, dilemas éticos, responsabilidade Institucional e fundamentos filoséficos sobre a &lca da
informagdo.

A governanga algoritmica refere-se 20 conjunio de principlos, estruturas ¢ processas gue regulam o
desenvalvimento, a aplicacio ¢ o monltaramento de sistemas baseadas em algoritmes, com o objetivo de

assegurar que suxs declsées sejam transparentes, auditivels, Justas ¢ alinhadas acs valores éticos ¢ legals da
sociedade.

No setor piblico, essa governanca toma-se ainda mats relevante, pals envalve a prestagio de contas, a
protecio de direltas fundamentals ¢ o fortalecimento da conflanga Instituclonal. Segundo Wirtz, Langer ¢
Fenner (2021) trata-se de uma dimensdo integrada da governanga pdblica que demanda mecantsmas especificas
de supervisio, participacho e revisdo das decisdes automatizadas.

Conforme destacam Almeida ¢ Santes Junlor (2025), o setor pdblico exige uma governanga que vi
além da eficiéncia técnica, Integrando controle soclal e revisio humana constante. Em Instituigdes poblicas
complexas como as universidades federals, essa governanca precisa dialogar com a atonomia universitaria ¢
com os valares da administracao pdblica.

A literatura também tem apontado diversos dilemas éticos emergentes da automacdo de decisdes
publicas. Sistemas de 1A sdo capazes de classificar, peiortzar e recomendar agdes com base em dados hissdricas,
0 que pode Jevar & reproducio de desigualdades preexistentes. Ashok et al. (2022) alertam para os riscas da
discriminacio algocitmica, enquanto Silva (2022) evidencia a persisténcia do raclsmo estrutural em algoritmoas
trednadas sem crisérias criticos e Intersecclomals,

No campo da responsabilidade Instituctonal, Botero Arcila (2024) argumenta que a responsabllizacao
diante de declsdes automatizadas ndo pode recalr exclustvamente sobire as operadores humanas. A LA exige um
modelo de comresponsabilidade que envolva desemvolvedores, gestares pablicos e Instincias de controle, com
mecanismos de supervisdo continua, auditoria e reparacdo de danos. Esa abordagem amplia o escopo do
accountability tradicional, adaptando -0 a0 contexto digital.

Complementando as abordagens administrativas, a filosofla da Informacdo fomece fundamentos
essencials para o debate édico. Floidi (2019) propde que a ética da Informacdo considere o impacto mocal da 1A
sobee a dignidade, a autanamia e 0 bem-estar Informacional dos Individuos.

Por outro lado, Binns (2018) ¢ Ananny & Crawfard (2018) defendem uma concepao relacional da
transparéncla, que envolva ndo apenas a explicabllidade técnica dos algocitmos, mas também sm
contextualizagio Institucional e soclal.
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I11. Fundamentacio Teérica

A fundamentacdo tedrica deste estudo se ancora em uma abordagem Interdisciplinar que busca
compreender o8 impactos élcas, Institucionals ¢ organtzaclomals decorrentes da aplicacio da inteligéncia
artifictal (IA) na gestdo publica, com énfase no contexto untversitirio.

A complexidade dessa aplicagdo decorre ndo apenas das limitagdes séenicas dos sistemas, mas,
sobretudo, das tramsformagtes que Impdem aos modelos de tomada de decisio, 3 responsabilidade
administrativa e aos mecanismas de controle (Wirtz, Langes ¢ Fenner, 2021; Almelda Santes Jr., 2025).

Universidades pablicas operam em um ecossistema normativo particular, que concilia astonomia
administrativa, diversidade Interna ¢ uma constante pressio por eficiéncia, Inovagdo ¢ accountabiity.

Nesse cendrio, a JA desponta como ferramenta promissora, capaz de ampliar a peecisdo das andlises,
prever riscos e apolar decisdes estraségicas com base em dados massives (Lin: Yu, 2023). No entanto, a
Introducio dessas tecnologlas exige salvaguardas élcas e regulatarias para prevenir riscos sistiémicos e garantis
que sua aplicagdo estefa alinhada 20 Interesse publico (Paladino, 2023).

Wirtz, Langer ¢ Fenner (2021) argumentam que a adogdo de [A no setor pabliko deve seguir uma
abordagem cautelosa, pautada pela transparéncla algoritmica, pela aoditabllidade dos sistemas e pela
participacio dos aores Institucionats. Essa governanca ndo se limita ao plano técnico, devendo incorporar as
valares republicanas que regem a administracio publica, como reforcam Almedda e Santos Jr. (2025).

Assim, 2 Integracdo da IA & gestdo pdblica deve ser acompanhada por estruturas Institocionals robustas,
capazes de revisar, corrigle e supervisionar continuamente 0s sistemas automatizados.

Nesse sentido, a ética da Informacdo surge como um campo fundamental de andlise. Para Floridl
(2019), a IA deve ser compeeendida como um agente soclotécnico que afeta dirtamente a Integridade
informacional dos Individuas ¢ 0s marcos narmativas das institulcOes.

Binns (2018) complementa essa perspectiva 20 criticar a visdo simplificada da transparéncia
algaritmica, propondo uma abordagem relaclomal que comsidere o contexto institucional ¢ a capacidade de as
usudrios Interpeetarem e reagirem s decisdes. Ananny ¢ Crawford (2018), por sua vez, Introduzem o concelto
de transparéncla institacional, destacando que a legitimidade das declsdes automatizadas estd diretamente
vinculada & conflanca nas instituigdes que operam esses sistemas,

No contexto beasiledro, a Mteratura ainda estd em desenvolvimento, mas |4 aponta preocupacies
relevantes. Stiva (2022) chama atengdo para o risco de reproducio de desigualdades estruturals, como o raclsmo

, quando as sistemas sio desenvalvidas sem sensibilidade soctal.

Botero Arcila (2024) apeofunda essa discusso a0 tratar da responsabilidade algocitmica, enfatizando a
necessidade de identificar ¢ atribulr responsabllidades claras a todos os envolvidas no ciclo de vida daos
algaritmas, desde o design ¢ a sua aplicagdo pritica. Essa comesponsabllidade ¢ essencial para peeservar a
legitimidade das declsdes ¢ garantir formas efetivas de reparacio de danas.

A esse conjunto de desafias somam.se questes téenicas como a opacidade das modelos baseados em
apeendizado profundo. Tals sistemas, multas vezes Inacessivels a gestores ¢ wsudrios ndo especializadas,
comprometem a transparéncia ¢ dificultam o controle Institucional sobee as decisdes. Como observa Botero
Arcila (2024), a auséncia de explicabilidade transforma os algontmos em “caixas-peetas”, minando a confianga
instituclonal ¢ limitando a capacidade de contestacho e revisho,

Adiclonalmente, a resisséncia Institucional 3 adogdo da [A se manifesta em diferentes nivels, motivada
tanto por recedas quanto por mitagtes técnicas. Marcoux (2025) destaca que a farmagdo ética e tecnoldgica das
servidares pablicas ¢ um requisito fundamental para que a IA sefa Incorporada como allada estratégica e ndo
como ameaa 3 astonomla declséela.

Bltencourt ¢ Martins (2023) reforcam que o grau de maturidade dightal das Instituigdes Impacta
diretamente sua capacidade de implementar tecnologlas de forma critica, segura ¢ transparente.

Essa maturidade institucional requer, portanto, estruturas de govermanca Interna, como comités de ética,
auditorias técnicas ¢ protocolos normativos. Esses mecanismos devem assegurar que a responsabilidade pelas
declsdes automatizadas continue pestencendo s Institulgdes ¢ que haja supervisio ativa ¢ permanente dos
sistemas utilizadas (Diakopoulos, 2016).

Algumas experiéncias exploratdcias no Brastl |4 llustram o potenclal transformador da 1A m
administracdo pdblica. A Controladoria-Geral da Unldo (Brasil, 2023) tem wtiltzado robds como Alice e GICI na
andlise de grandes volumes de dados para fiscalizacho de contratos ¢ convénias.

No Instituto Federal de Sergipe (Resende et al., 2021), dashboards Interativas foram desenvalvidos
com bhase em Inteligéncla de negocios para Integrar dades Institucionats ¢ flnanceiros, apolar a tomada de
declsdes e fortalecer a transparéncia. De forma semelbante, a Universidade Federal do Rio Grande do Sul
(Frighetto, 2021) vem aplicando o ciclo de vida do Data Analytics em peojetos de planejamento ¢ controle, com
foco em painéls preditivos voltades 3 eficiéncla institucional.
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Essas Iniciativas, embora ainda pontuals, demonstram que a A pode fortalecer a governanca
universitiria ¢ ampliar a capacidade de respasta das instituigOes pablicas, desde que Integrada a uma politica
ética, normativa e participativa.

Em sintese, a fundamentaclo tedrica revela que a adogdo responsdvel da LA exige mals do que solugtes
técnkas: demanda uma transformagio cultural e institucional gutada pelos valores do servico pdblico, pelo
respelto aas direltas fundamentats ¢ pelo compromisso com o Interesse coletivo,

Ao reconhecer essas maltiplas dimensdes - téenicas, organizacionals ¢ noemativas - toma-se
impeescindivel analisar, de forma sistemdtica, os peincipats obstaculos élcas que surgem com a Incarparacio da
IA em Instituigdes de ensino supesior.

A transicao da reflexdo tedrica para a Identificacdo desses desaflos permite aprofundar a compreensio
sobre 0s riscas concretos assoclados & gestdo asomatizada, a0 mesmo tempo em que fundamenta a formalagio

de diretrizes para uma implementagdo resporsivel ¢ alinhada a0s principlos constitucionals da administracao
publica.

V.

Este artigo adota uma abordagem qualitativa de natureza exploratdria, com o objetivo de compreender,
sistematizar ¢ analisar os desaflos éicas ¢ de responsabllidade na aplicacdo da Inteligincta artificial (IA) na
gestdo financedra de untversidades pablicas brasilelras.

Diante da complexidade ¢ da transversalidade do tema, optou-se por realtzar uma andlise tedrico.
documental baseada na Mieratura clentifica contemporinea, considerando a auséncla de estudas empiricas
comsolidadas especificamente voltadas 20 contexto universitirio nacional (Floeidi, 2019; Maller, 2016).

A Investigacho fol estruturada a partr de uma revisdo marrativa da Bteratura, conforme orlentagdo
metodoldgica de andlise documental apeesentada por Cellard (2012), com énfase em estudos publicados entre
2020 e 2025 - periodo marcado pela Intensificacho do uso da [A no setor pablico e pela formulacho de marcos
regulatarios internacionats,

Foram selecionadas fontes primérias como artigos clentificos revisadas por pares, revisdes sistematicas
¢ estudos de caso que abardam a governanca de LA, as principlos &lcos aplicivels & administracio pablica, bem
coma as riscas ¢ impactos da automacio em decisdes administrativas ¢ financetras (Diakopoulas, 2016; Stiva,
2022).

A selecio das referénclas fol arlentada por crisérios de relevincla tematica, originalidade, atualidade ¢
aderéncia 20 objeto de estudo. Utilizaram.se como principals bases de dados o Scopus ¢ Web of Sclence, com o
apalo do gerenclador de referénclas Mendeley para organizagio e rastreabilidade dos materials.

Fontes de acesso aberto com reconhecimento académico ¢ documentas sécnioos do Tribunal de Contas
da Unldo, também foram Incorporadas. Obeas de referéncia naclonal e experiénclas institucionals documentadas,
como as de Lin ¢ Yu (2023), completaram o conjunto de dados analisadas.

Os dados extraldes dos texsos foram organizados por melo de fichamentos no formato ISEA
(Identificacho, Situacho-problema, Estratégia de investigacho, Achados e Avaliagio), permitindo a estruturagio
critica dos conteddas ¢ a comparacho entre diferentes perspectivas tedricas ¢ contextos Institucionats. Essa
sistematizacho proporcionou uma base solida para a identificacdo de categorias analiticas relacionadas aos
principals desafios enfrentadas na aplicacdo da 1A: governanga algoritmica, responsabilidade Institactonal, ética
aplicada e riscos de viés e opacidade.

Akm disso, embora 0 modelo ISEA tenha se mostrado eficaz para organtzar e sintetizar Informagtes,
sua aplicagdo apresenta limitagdes no que se refere 3 andlise de dados altamente comtextuals ou
interdisciplinares, exigindo complementaridade com outras técnicas Interpeetativas em futuras Investigagdes.

A andlise interpretativa dos dadas fol conduzida de forma indutiva e categorial, com a construgdo de
quadras comparativos entre as achados ¢ a realidade da admintstragdo publica brasthedra, especialmente no
campo da educacio superior.

A metodologia adotada ndo se propde a esgotar o tema, mas a contribulr para 0 avango da reflexio
critica ¢ para o delincamento de diretrizes que possam crientar futuras Indciativas de implementacio ética da 1A
no setor publico universitario.

Dessa forma, a escolha metodoldgica visa garantir rigoe académico, coeréncla com o problema de
prsquisa e pertinincia com as objetives propostas, abrindo espago para investigacOes empiricas complementares
no futuro, com base em estudos de caso, entrevista com gestares pablicas ou andlises de sistemas especificas em
funcionamento nas universidades.

V. Desafios Eticos Identificados
A adocdo da inteligéncia artificlal na gestdo financeira de universidades publicas brasilelras, embora

promissora, apeesenta um conjunto expeessivo de desaflos éticos que transcendem os aspectos técnicos de sua
implementagdo. Tals desaflos dizem respelto, sobretudo, as implicactes soclats, Juridicas ¢ instituclonals do uso
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de tecnologlas Inteligentes em comtextos marcados poc elevada responsabilidade poblica, complexidade
decisaria e exigincia de transparéncla (Ashok et al., 2022; Paladino, 2023).

O peimedro desafio refere-se 3 auséncia de estruturas Institucionals robustas para a governanca da IA.
Multas untversidades pablicas ainda ndo possuem comisés especlalizados, diretrizes normativas ou politicas
Internas que arlentem a aplicacdo ética da tecnologla. Essa lacuna compromete a capacidade das Institulgbes de
regular o ciclo de vida dos algoritmos, definir critérios abjetivas de uso ¢ assegurar sua aderéncia aos principlas
da legalidade, Impessoalidade, moralidade e eficiéncla administrativa.

A Inexisténcia de governanca estruturada enfraquece os mecantsmos de contrale e prestagdo de contas,
aumentando o risco de declsdes automatizadas sem respaldo Institucional (Almeida: Santos Jr., 2025; Wirtz et
al, 2021).

O segundo desaflo ético emvolve a reproducio de vieses algoritmicas. Sistemas treinados a partir de
dadas historicos refletem padroes sockals ¢ Instituclonals que podem ser discriminatéeios ou excludentes. Em
amblentes financelros, como a gestdo orgamentria universitira, esses vieses podem afetar alocagbes de
recursas ¢ priorizagdes de forma desigual.

Cooforme advestido por Silva (2022), a austncla de fllros éticos ¢ criticos no trelnamento de
algaritmas tende a cristalizar desigualdades, reproduzindo Injusticas disfarcadas sob a aparéncia de neutralidade
tecnologica (Palading, 2023; Ashok et al., 2022).

O tercelro desafio diz respedio 3 opacidade dos sistemas de [A. Modelos de aprendizado profundo, por
exemplo, operam como “cabas pretas”, dificultando a compreensio de seus critérios ¢ declsdes por parte dos
wsudrios. Esa falta de explicabllidade compromete o principlo da publicidade administrativa ¢ dificulta o
contrale soclal. Para gestores publicos, entender os fundamentos das decisdes automatizadas ¢ essencial para
valida.las, corrigl-las ou Intervir quando necessirio.

Diakopoulas (2016) reforga que a transparéncia ¢ a auditabilidade sdo pilares Indispensivels para a
conflanca Institucional, especlalmente em contextas de alto Impacto como a gestdo pablica. A auséncia desses
mecanismos ameaca as valores democritkos ¢ compromete a legitimidade da atuacdo administrativa (Botero
Arcila, 2024).

Outro aspecto relevante ¢ a resisténcia Institucional 3 Incorporacio da LA, multas vezes alimentada poe
desconhecimento t&enico, temor de substitulclo do julgamento humano ¢ auséncia de cultura ocganizacional
voltada & inovagdo. Essa resisténcla manifesta-se tanto em nivels declsdcios quanto operacionals, criando
ohsticulos para a adogdo critica e consclente da tecnologla.

Conforme observa Marcoux (2025), a formacdo ética e téenica dos gestares ¢ condico essenclal para
transformar a A em aliada estratégica, e ndo em ameaga 3 autonomia Institucional. Além disso, Bltencourt ¢
Martins (2023) destacam que a baixa maturidade digital em deglos pablicas pode reforcar uma postura
defenstva frente 3 Inovacso, mesmo diante de potenclals ganhaos de eficiéncia e justica administrativa

A identificacio desses desafios reforga a urgéncia da formulagdo de politicas Instituclonals que tratem a
ética da JA ndo como um apéndice técnico, mas como parte Integrante da governanga universitaria. Tals
politicas devem prever mecanismos de supervisio continua, processos participativas, marcos normatives claras
¢ espacos de formacio permanente para as envolvidos. Apenas com uma abordagem estratégica ¢ coletiva serd
passivel garantir que 0 uso da Inteligéncia artificial seja ético, seguro, transparente ¢ sockalmente legitimo.

VL. Propostas Para Enfrentamento Dos Desafios

Diante dos desaflos éticos Identificados, toma-se Imprescindivel o desemvalvimento de estratéglas
Instituclonals que garantam a adoglo segur, transparense ¢ responsdvel da Inteligéncla artificial na gestdo
financeira das universidades publicas. As propastas aqul reunidas buscam alinhar os peinciplos constitucianals
da administracdo pdblica s especificidades da IA promovendo uma cultura de inovagdo orlentada pela ética,
Justica distributiva e accountability institucional (Ashok et al., 2022; Paladino, 2023).

A primetra medida consiste na criagho de comités Intermos de ética e governanga algoritmica, com
participacdo multidisciplinar de servidores técnicos, gestores, docentes ¢ repeesentantes da comunidade
académica. Tals comités devem ser responsdvels poc avallar previamente os sistemas de 1A a serem utilizadas,
definir critérios éticas para sua aplicagio, propor diretrizes para desenvolvimento ou contratacho de tecnologlas,
¢ monksorar seus impactos Institucionals,

Experiéncias internacionals demonstram que 2 instituclonalizacio de Instincias deliberativas fortalece a
governanca ¢ legitima o uso da [A em contextas péblicas (Wirtz et al., 2021; Almeida; Santas Jr., 2025).

A segunda peopasta refere-se 3 formulagio de politicas Instituctonals ¢ marcos normativas infernas que
estabelecam principios orlentadares para a aplicacho ética da IA. Tals documentos devem abordar quesides
como transparéncia, justica, explicabllidhde, protecio de dados pessoals e cbrigatoriedade da supervisio

humana.
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E fundamental que essas normas prevejam mecanismos de responsabilizacio em caso de falbas, vieses
ou danos resultantes de decisbes automatizadas, garantindo seguranca juridica e conflanga organtzaclomal
(Botero Arcila, 2024; Flocidi, 2019).

Como tercelra estratégla, propde-se a capacitagdo continua de gestores ¢ servidares pdblicos em
competénclas técnicas, étkcas e Juridicas relacionadas a IA. Os programas de formagdo devem abordar
fundamentos algoritmicos, vieses discriminatécios, govermanca digital e marcas legals como a LGPD,
permitindo que os Mores Instituclonals compreendam criticamente os limites ¢ potenclals da tecnologia
(Marcoux, 2025; Stlva, 2022).

Outra medida essenclal consiste na implementagdo de mecanismos de explicabilidade ¢ auditorta
algaritmica. Os sistemas wtilizados devem ser acompanhados de documentagio técnka clara que permita
compreender seus pardmetros de funclonamento e justificar as dectsdes geradas.

Akm disso, recomenda-se a realizacho periddica de auditarias éticas e téenicas capazes de identificar desvios,
corrighr falhas e garantlr conformidade com as principios da administracdo pdblica (Diakopoulas, 2016
Paladino, 2023).

Por fim, recomenda-se a realizagdo de experiénclas-plloto ¢ estudos de caso supervisionados como
estratégia para Implementar a IA de forma progressiva. A testagem controlada, acompanhada por equipes
interdisciplinares ¢ com participacho da comunidade universitiria, permite avallar impactas reals, ajustar
metodologlas e consolidar boas priticas antes de uma adocdo mals ampla (Bitencourt; Martins, 2023; Maller,
2018).

Quadro 1 - Desaflos Eticos Implicactes e Propostas de Enfrentamento

DESAFIOS ETICOS IMPLICACOES PROPOSTAS DE
IDENTIFICADOS ENFRENTAMENTO
Aasbacis de povenangs alportmics Dveisden sutomattonde ven controle Criagho de cortiin de dthca v politicn

anditaciond fragladede ma prestagio de tadervas de goavenarnga
cone
Vs v dacrirsiragio al goetimics Repeodugio de denigradilades hawsdrican Nadiicebo de dodiny, treruamenio ¢t
¢ rhun b javics sdmarisieative de modelen ¢ vegurvidn harmers
Opecidade don stvvenues ¢ faka do Dificaldack e coaproveado ¢ Mocertaran e eaplaabelidede.
oxploadibdede combedagio de dectsden; rrndo de documentagho scnica v sachineto
cnflargs svtucunsl peradi e
ontafrnss tasttucsomal & trarvagho Babxor sdogin de tecrologran v liritechn C coenires de pestooes ¢
the trarnformmacbo digital 3 cuburs de novade

Fonte: Elaborado pedas autoces.

Essas propostas ndo esgotam s possibilidades de agdo, mas constituem um ponto de partida
estruturado para orlentar universidades pdblicas na adogdo éica da inteligineia artificlal.

O éxito desse processo dependerd da articulagdo entre vislo estratégica, compromisso com o Inferesse
publico e constragdo coletiva de solugdes que respeltem os direltos fundamentals ¢ fortalecam a integridade da

gestdo publica.

VIL  Aspectos Complementares E Perspectivas Emergentes

Akm dos desafios éticos e das propastas de enfrentamento §4 discutidos, ¢ crucial ampliar a andlise
para dimensdes complementares que fortalecem a relevinca Institucional ¢ normativa da aplicagdo da
inteligéncia antificial (JA) na gestdo financelra das universidades poblicas brastledras Estes aspecias
acrescentam camadas de complexidade ¢ demandam articulicOes mats amplas com o sistema juridico, os degdas
de controle ¢ a sockedade civil,

Em primelro lugar, destaca-se a necessidade de alinhar a adogho de sistemas de LA aos marcas legals
brasilelras. O Decreso n* 12.198/2024, que institul a Estratégla Federal de Governo Digital (EFGD) 2024 a 2027
¢ a Infraestrutura Naclosal de Dados (IND), Instrumentos fundamentals que oclentam principlos como
transparéncla, seguranga e responsabllidade na Implementacio de Inovagdes tecnoldgicas no setor poblico.
(Brasil, 2024)

Essas diretrizes reforgam a importdncia das universidades pablicas integrarem.se s agendas naclonals
de transformagdo digital, garantindo que a I\ seja aplicada de forma éica ¢ segura, alinhada aos valoces da
administragdo pdblica (Paladino, 2023).

Akm disso, a conformidade com a Lel Geral de Protegho de Dados Pessoals (LGPD - Lot o
13.709/2018), que ¢ obrigasaria em todos os drgdos pdblicos, ¢ um aspecto relevante. Sistemas de LA utilizados
para a gestio arcamentdria frequentemente acessam ¢ processam dadaos sensivels de servidores, estudantes ¢
formecedares.

Essa attvidade requer o cumpeimento rigoroso dos peinciplos de flmalidade, minimizagdo, adequacho ¢
responsablitzacio (Ashok et al, 2022). Portanto, a protegdo de dados deve ser uma peeocupacio transversal em
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qualquer projeto de automagio, garantindo que as tecnologlas respeltem a peivacidade e os direltos das
cidadios,

Outro ponto Impartante diz respedto ao papel dos drgdos de controle, como o Tribunal de Contas da
Unido (TCU) e as controladoctas internas das universidades, que tém o potenclal de atuar como indutores de
boas priticas na implementacdo da A

Conforme mostrado por Bitencourt e Martins (2023), iniclativas como s robds Alice e GIGI, aplicadas
no Tribunal de Contas, evidenclam como a IA pode fortalecer a fiscalizacio pdblica, desde que seja regulada
por marcos éticos ¢ operaclomals bem definidos. Dessa forma, a JA pode ser uma allada da transparéncia e do
contrale soclal, se alinhada a priticas éticas claras.

Ademals, ¢ peeciso reconhecer os Mmites da automagdo em decisdes financelras que envolvem
Julgamento valorativo, andlise de excegdes ou discriclonariedade administrativa. A 1A pode auxiliar ma triagem
de processos ¢ na Identificacho de padedies, mas, em multas casos, a decisio final deve ser tomada por humanas,
preservando os principéas da razoabilidade e proporcionalidade (Botero Arcila, 2024).

O papel da supervisho humana continua sendo fundamental em processcs complexas e sensivels, como
s financedros, que demandam uma avallagio qualitativa e contextualizada,

Outro ponto estratégico ¢ a necessidade de consdrcias Interinstitucionals entre universidades, centras
de pesquisa ¢ deglos governamentals, para o desemvolvimento colaborativo de solugOes baseadas em JA
Iniciativas sustentadas em codigo aberto, interoperabllidade ¢ auditoria compartilhada podem promover maloe
transparéncla, reduxir custos e fortalecer a soberanla tecnoldgica no setor pdblico (Wirtz et al, 2021).

A colaboracho entre InstituicOes pdblicas e privadis ¢ essenclal para enfrentar os desaflos da
transformacdo dighal, fortalecendo a capackdade das universidades de Inovar sem comprometer os valoces
pablicos e élcos.

No Beasll, a Controladocia-Geral da Unido (CCU) aponta o papel estraségico das untversidades federals
no ecassistema de inovagdo pdblica. A CGU recomenda a integracdo das universidades a politicas digitals que
promovam governanca e sustentabliidade tecnologica (Brastl, 2023).

Isso reforga 0 protagonismo das universidades ndo apenas como usudrias de tecnologlas, mas como
produtoras, experimentadoras ¢ multiplicadocas de solugdes digitals que atendem 20 Interesse publico.

Ao Integrar essas perspectivas, amplia-se a compreensio do papel da IA ndo apenas como uma
ferramenta de gestdo, mas como um Instrumento estratégico que deve ser orlentado por politicas poblicas

integradas, voltadas 20 Interesse coletivo ¢ baseadas em valores democriticos e constitucionals.

A transformacio digital das universidades pdblicas ndo pode ser apenas uma adogdo técnica de novas
ferramentas, mas deve ser gulada por peinciplos éicos solidos e por uma governanga que garanta a
transparéncla, a equidade ¢ 0 compromisso com o bem comum.,

VIIL  Condusio

A Incarporacho da Inteligéncia artificial na gestdo financelra de universidades pdblicas brasilelras
configura uma oportunidade estratégica para a modernizacio administrativa, 20 mesmo tempo em que impde 2
necessidade de um posiclonamento Institucional ético e responsivel.

Como demonstrado ao longo deste artigo, os potenclals beneficlos da IA - como o aumento da
eficiéncla, a astomacho de rotinas ¢ a melhocta da tomada de decisio - devem ser culdadasamente equilibeados
com os riscos éticas, Institucionals e legats que acompanham sua implementacio (Ashok et al., 2022; Paladino,
2023).

Foram Identificadcs desaflos estruturals que incluem a auséncia de governanga algoritmica, o risco de
viés nos sistemas, a falta de transparéncla declsdcia ¢ a resisténcia cultural 3 transformacio digital. As propostas
apeesentadas como a criagdo de comités @icos, o desemvolvimento de politicas Internas, a capacitagdo de
servidores, os mecanismos de explicabilidade ¢ 2 avallagho de experiénclas.plloto, oferecem caminhos
concretos para uma adogdo mals segura ¢ legitimada da [A no amblente universitirio (Almelda; Santas Jr.,
2025; Marcoux, 2025).

A nova secio acrescentou perspectivas complementares que reforgam a importineia do alinhamento da
IA com o arcabougo normativo beasiledro, especialmente com a Estratégla Federal de Governo Digieal (EFGD),
a Infraestrutura Nactonal de Dadas (IND) ¢ a Lel Geral de Protecdo de Dades Pessoals (LGPD). Também fol
evidenciado o papel relevante das drgios de controle ¢ a necessidade de Nmitar a atomacio em declsdes que
exigem sensibilidade Institucional (Botero Arcila, 2024).

Akm disso, fol proposto o fortalecimento de redes Interimstitucionals ¢ iniclativas colabarativas que
favoregam a soberanda tecnoldgica e a transparéncla pablica (Bitencourt; Martins, 2023).

Mats do que uma solucho técnica, a JA exige um ecossistema institucional capax de dialogar com suas

passibilidades e limitagdes. O desaflo contempardneo ndo estd apenas em adotar algoritmas, mas em construlr
condigdes estrusurals, normativas ¢ culturals para que esses sistemas funcianem a serviko de objetivos pablicas.

Isso Implica reconhecer a complexidade das universidades como organtzacbes sockals, sujeltas a pressbes
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Internas e externas, e atravessadas por tensdes entre autonomia, controle ¢ prestacho de contas (Wirtz et al,
2021).

Ao assumir o papel de protagonistas na transformacio digkal com responsabilidade, as universidades
publicas podem dar exemplo de como conduzir a Inovagho com prudéncla, paticipacdo e legitimidade. A
maturidade institucional diante da [A ndo serd medida apenas pela soflsticacho dos sistemas implementados,
mas, sobretudo, pela capacidade de garantir que tals tecnolaglas ampliem o acesso, a equidade, a transparéncia e
0 compromisso com o bem comum.,

Essa agenda exige um albar Interdisciplinar sensivel ao contexto e orlentado por valores. A inteligéncia
artificial ndo ¢ neutra, e seu uso em InstitulcOes formadoras de pensamento critio deve ser gulado pelo mesmo
rigor ético e politko com que se julga o conhecimento. Cabe As universidades, ndo aperas se adaptar ao futuro
digital, mas molda.lo de acordo com as principlos que sustentam s missio pdblica. Nesse ponto, destaca-se a
importdncia do desenvolvimento de Indicadores de maturidade ética e algoritmica, capazes de oclentar a
avaliacho da prontidso Institacional para a transformacao digital no setor pdblico untversitirio.

Embora este estudo temha se proposto a refletir critkamente sobre os desaflos @lcos e de
responsabilidade na aplicagio da Inteligincia antificial na gestdo flnancelra de universidades pablicas, suas
conchusbes estdo fundamentadas em andlise tedrico-documental. Nio foram realizados estudos de caso
empiricos, o que limita a cbservagdo direta das priticas Institucionals em curso.

Para pesquisas futuras, recomenda-se a realizacdo de Investigagtes emplricas em universidades que
estejam em estigias distintos de adogdo de tecnolaglas de JA, por medo de entrevistas cam gestoces, andlise de
sistemas em uso ¢ mapramento de processos automatizados.

Ademals, estudos comparativos entre institulcOes publicas de diferentes regloes ou portes poderiam
enriquecer o debate sobre as condigdes estruturals que favorecem ou dificultam a Implementacio responsavel da
IA.
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