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RESUMO

A disseminacdo automatizada de publicacdes cientificas por meio de contas
robotizadas em redes sociais representa um desafio a validade dos indicadores
altmétricos. Esta pesquisa teve como objetivo desenvolver e validar métodos
computacionais para a detecg¢ao de bots e a classificagdo automatizada de contas da
plataforma X (antigo Twitter) com foco na divulgacgé&o cientifica. De natureza aplicada
e abordagem qualiquantitativa, a pesquisa utilizou metodologia baseada no modelo
CRoss-Industry Standard Process for Data Mining (CRISP-DM), combinando técnicas
de aprendizado de maquina, curadoria de dados e analise estatistica. Como principais
resultados, foram desenvolvidos: (i) uma metodologia de inteligéncia artificial para
classificagdo de contas, testando os algoritmos k-nearest neighbors (KNN), Arvore de
decisdo, Random Forest e Extreme Gradient Boosting (XGBoost), sendo este ultimo
0 que apresentou melhor desempenho (acuracia de 94,29% e AUC de 0,9392); (ii) um
dataset rotulado inédito, composto por 13.767 contas da rede X identificadas como
humanas ou bots, construido por meio da integracdo de fontes reconhecidas da
literatura e da validagdo manual rigorosa; e (iii) o protétipo SciBotScan, uma aplicagao
interativa desenvolvida em Python e hospedada em ambiente web (Streamlit), capaz
de estimar a probabilidade de uma conta ser automatizada com base em 46 variaveis
preditivas. Os resultados revelam que, embora os bots representem apenas 4% das
contas analisadas, eles sdo responsaveis por 22% das postagens, com atividade
média por conta significativamente superior a das contas humanas. Observou-se
ainda que a presenca e o impacto de bots variam entre areas do conhecimento, com
destaque para as divisdes de Ciéncias Matematicas, Computacao e Ciéncias Fisicas.
A pesquisa conclui que a adogcdo de modelos especializados e bases de dados
representativas € fundamental para aprimorar a confiabilidade dos indicadores
altmétricos e mitigar distor¢des provocadas por automagao, contribuindo para uma

avaliagao mais justa e transparente da producéo cientifica em redes sociais.

Palavras-Chave: altmetria; redes sociais; inteligéncia artificial; deteccéo de bots; X -

twitter.



ABSTRACT

The automated dissemination of scientific publications by fake accounts on social
media poses a growing threat to the reliability of altmetric indicators. This research
aimed to develop and validate computational methods for bot detection and automated
classification of accounts on the X platform (formerly twitter) focused on scholarly
communication. Characterized as applied research with a qualitative-quantitative
approach, the study followed the CRoss-Industry Standard Process for Data Mining
(CRISP-DM) methodological model, combining machine learning techniques, data
curation, and statistical analysis. The main contributions of this thesis include: (i) an
artificial intelligence methodology for account classification, evaluating the
performance of k-nearest neighbors (KNN), Random Forest, and Extreme Gradient
Boosting (XGBoost) algorithms the latter achieving the best results, with 94.29%
accuracy and an AUC of 0.9392; (ii) a novel labeled dataset comprising 13,767 X
accounts categorized as human or bot, built through the integration of recognized
academic sources and rigorous manual verification; and (iii) the SciBotScan prototype,
an interactive application developed in Python and deployed on a web platform
(Streamlit), capable of estimating the likelihood that an account is automated based on
46 predictive features. The findings show that although bots represent only 4% of the
analyzed accounts, they are responsible for 22% of the scientific posts, exhibiting a
significantly higher posting frequency than human accounts. Additionally, the presence
and influence of bots vary across fields of knowledge, with greater concentration in
Mathematical Sciences, Computing, and Physical Sciences. The study concludes that
the adoption of specialized models and representative datasets is essential to enhance
the reliability of altmetric indicators and mitigate distortions caused by automation,
thereby promoting more transparent and equitable evaluations of scientific impact on

social media.

Keywords: altmetrics; social media; artificial intelligence; bot detection; X - twitter.
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1 INTRODUGAO

Existe uma diversidade crescente de “ecossistemas sociais” que sustentam o
uso académico das midias sociais. Os cientistas estdo aproveitando o poder desse
tipo de midia para acelerar o ritmo em que eles estdo desenvolvendo e compartilhando
conhecimento, tanto no ambito da comunidade cientifica como no ambito do publico
em geral. Neste contexto, as midias sociais em geral e o X' (antigo Twitter) em
particular influenciam o ciclo de vida da publicacdo cientifica (Darling et al., 2013).
Para estes autores, esta rede social traz beneficios ao aumentar as conexdes as redes
académicas, traz desenvolvimento mais rapido de ideias e discussdes entre os pares
e amplia a disseminagao e discussdo do conhecimento cientifico dentro e fora da
academia.

Como consequéncia deste movimento crescente, as comunidades cientificas
comegaram a adotar ativamente plataformas de midia social para identificar o impacto
e as influéncias da literatura académica em publicos diversos, havendo interesse em
saber se elas sao capazes de oferecer indicadores complementares aos indicadores
bibliométricos, para avaliagédo cientifica (Priem; Hemminger, 2010). Desta forma, a
crescente utilizagdo de midias sociais tem despertado, nas comunidades cientificas,
o interesse em rastrear o impacto académico por meio dos seus novos indicadores
(Araujo; Caran; Souza, 2016).

Avaliar o resultado da pesquisa e medir o seu impacto € um componente
essencial na evolugdo da ciéncia. O sistema atual de avaliagéo cientifica privilegia os
indicadores bibliométricos quantitativos, sobretudo por meio da contagem de citagdes.
Esse modelo beneficia os paises da América do Norte e Europa, porque as bases de
dados tradicionalmente utilizadas como fontes para a avaliagdo cientifica sub-
representam a producgao cientifica de paises em desenvolvimento. Em contrapartida,
os indicadores advindos das midias sociais (indicadores altmétricos) tém sido
entendidos como uma forma complementar de monitoramento, que podem auxiliar na
medicdo mais ampla do impacto dos trabalhos académicos, de modo a beneficiar os
paises nao centrais (Alperin, 2013)

A altmetria, um termo derivado do Latim "alternativus" (escolha entre duas

opgdes) e "metric" (métrica em inglés), representa uma abordagem inovadora na

1 Criada como Twitter em 2016, foi adquirida por Elon Musk em 2022 e, desde entdo, passou a se
chamar X.
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avaliacao do impacto da producgéo cientifica. Diferentemente das métricas tradicionais,
como o fator de impacto de revistas académicas, que se concentram principalmente
em citacdes em publicacdes especializadas, a altmetria visa capturar a disseminacao
e 0 alcance de uma pesquisa em plataformas on-line e em redes sociais.

Essa métrica complementar reflete a mudanga na forma como o
conhecimento cientifico € comunicado e consumido na era digital. Em vez de
depender exclusivamente de indicadores baseados em citacbes académicas, a
altmetria leva em consideracdo uma variedade de fontes de dados on-line para avaliar
impactos mais amplos de resultados de pesquisas académicas. Entre os elementos
considerados, estdo mengbdes em blogs, postagens em redes sociais (como X e
Facebook), compartiihamentos em plataformas como Mendeley e Figshare, além de
cobertura midiatica.

Segundo Tunger, Clermont e Meier (2018), o desenvolvimento de indicadores
altmétricos se iniciou a partir de questionamentos em relacdo aos indicadores
bibliométricos tradicionais, os quais nao refletiam adequadamente o significado
cientifico e social do trabalho cientifico na era da Internet. A circulacdo de publicacdes
cientificas em sites de noticias, em blogs cientificos e em redes sociais, aliada as
emergentes ferramentas de rastreamento dessas publicagées na web, contribuiram
para o desenvolvimento desses indicadores. Uma vez que os indicadores altmétricos
estao se consolidando como uma nova forma de mensuracédo da atencao social da
ciéncia, estudos como o de Tunger, Clermont e Meier (2018) passaram a investigar
até que ponto eles podem ser utilizados em avaliagcdes cientificas e em diferentes
campos de aplicacéo.

A velocidade de comunicacado provocada pela conectividade através da web
social remodela o panorama da comunicagao cientifica, fomentando processos
comunicativos mais ageis, impulsionando o uso de indicadores altmétricos oriundos
de midias e redes sociais. Nesses ambientes, o acesso a informagado é mais
democratico e desburocratizado em relacdo as bases de dados tradicionais. Neste
sentido, Thelwall (2020) sugere que € necessario compreender se os indicadores
altmétricos podem ajudar a avaliar os resultados académicos, uma vez que eles estédo
amplamente disponiveis. Para Alhoori et al. (2014), a altmetria tem potencial para
medir o impacto mais amplo das atividades de pesquisa.

Contudo, o ambiente das midias e redes sociais, caracterizada pela Web 2.0,

ao mesmo tempo que possibilitou trocas de informagées de maneira mais agil e
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democratica, trouxe dilemas que nao existiam anteriormente, como, por exemplo, o
uso de robds automatizados ou comumente chamados de bots. Os bots ndo sao
necessariamente ruins, pois também podem ser utilizados para divulgar informagdes
verdadeiras e relevantes. Mesmo assim, dependendo do contexto de uso, eles podem
ser considerados prejudiciais, pois podem interferir nos significados dos dados, nos
indicadores e nos processos de tomada de decisdo. Um exemplo disso é a producéo
de indicadores feita a partir dos rastros deixados por agentes humanos e ndo humanos
em redes sociais. A existéncia de bots é uma das dificuldades de se utilizar
indicadores de midias sociais para o estudo e a avaliagao dos impactos das produgdes

cientificas.

No atual cenario das midias sociais e da inteligéncia artificial conversacional,
os incentivos para o desenvolvimento de softwares, capazes de imitar interacbes
humanas, tém se intensificado. Bots sociais, por exemplo, operam de forma
imperceptivel nos ecossistemas digitais, e, embora alguns tenham propdsitos
benignos, muitos sdo utilizados com intengdes maliciosas, como persuadir, difamar
ou enganar, frequentemente motivados por interesses politicos ou econémicos.

No dominio cientifico, essa problematica assume contornos ainda mais
delicados. Plataformas como o X exercem influéncia significativa sobre o ciclo de vida
da publicacao cientifica, ao mesmo tempo em que podem favorecer a circulagao de
ideias e 0 engajamento entre pares, também apresentam riscos a integridade dos
indicadores de impacto, especialmente quando manipuladas por bots com o objetivo
de inflar artificialmente a visibilidade de determinados conteudos (Darling et al., 2013).

Os impactos da ciéncia (dentro da prépria academia ou na sociedade em geral),
as correlagdes entre citacdo e mencao nas midias sociais, as coberturas de mencgoes,
os tipos de comunidade de atengao etc. ndo terdo o mesmo significado se forem
produzidos com dados de artigos cientificos que contenham bots e/ou agentes
humanos. No caso do X (Didegah; Mejlgaard; Serensen 2018), os bots
automatizados aumentam a incerteza sobre os padrdes de divulgacao cientifica nessa
rede social e levantam duvidas em relagao a confiabilidade dos seus dados.

Os bots sao algoritmos que produzem conteudos e interagem com 0s USUarios.
Esses mecanismos sao responsaveis por uma proporgao significativa das atividades
on-line (Ferrara et al., 2016). Eles s&o agentes de software, que utilizam dados e

informacdes sociais, com a finalidade de aumentar a sua capacidade de
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relacionamento, interacdo, persuaséao e influéncia sobre atores humanos. Isso leva a
necessidade de atengao para o papel desses mecanismos nos processos e ciclos
informacionais (Nunes, 2020). Os dados altmétricos também nao estdo imunes a
atuacao destes bots.

A compra de um bof? para promover o préprio produto académico pode ser
visto como inapropriado no contexto académico, porém, provavelmente, é aceitavel
que sejam utilizados para promover, por exemplo, automaticamente a conscientizagao
sobre importantes questoes ambientais. Assim, a existéncia desse tipo de servico e a
prevaléncia de postagens feitas por bots levantam questdes sobre 0 uso de postagens
de midia social para avaliar a relevancia social da ciéncia (Crotty, 2014), bem como
acerca dos limites aceitaveis dessa forma de divulgagcdo e do marketing cientifico
como um todo. Outro exemplo de divulgagdo de produtos académicos nas redes e
midias sociais € o realizado pelas revistas cientificas, que comumente promovem seus
artigos nesses ambientes. Independentemente dessas questdes, a possibilidade de
identificacao de bots pode facilitar analises por tipos de contas que se tem interesse,
diminuindo, ou controlando melhor, os vieses.

Segundo Aljohani; Fayoumi; Hassan (2020), € essencial analisar a influéncia
social destes bots nos dados altmétricos. Os autores consideram fundamental
investigar como esses mecanismos disseminam conteudo e difundem informacdes e
a porcentagem do conteudo académico produzido por eles nas midias sociais.
Diversas sao as redes e midias sociais existentes na atualidade e, por consequéncia,
existe grande numero de indicadores altmétricos que podem ser produzidos por meio
delas. Dentre elas, o X tem grande importancia, pois € a midia com maior cobertura
de indicadores extraidos de agregadores como a plataforma altmetric.com. Um estudo
de 2017, com mais de 1,1 milhdo de publicagdes, demonstra a relevancia dos dados
do X para altmetria: a rede social responde por mais de 90% de todas as mencgoes
sociais registradas (Hassan et al., 2017).

Um dos estudos que tiveram foco na investigagado do impacto destes bots na
altmetria foi publicado por Haustein et al. (2016). Esses autores buscaram identificar
a influéncia dos bots em indices altmétricos. Ao analisarem uma amostra aleatéria de
800 contas de usuarios do X, constataram que 8% dos dados altmétricos foram
completamente afetados por contas de bot e 5% parcialmente. O estudo mostrou que

2 0 termo refere-se a contas de midia social automatizadas, executadas por um algoritmo projetado
para fazer posts sem intervencdo humana.



24

9% dos tweets para artigos do arXiv® foram gerados por contas automatizadas.
Descobriram, também, que as contas automatizadas que tuitam sobre temas
académicos se comportam de maneira diferente das contas gerais de bots do X. As
descobertas dos autores revelaram que as contas automatizadas do X publicam, em
meédia, 4,6 a 7,1 tweets por dia, enquanto contas ndo automatizadas produzem, em
meédia, 2,2 tweets por dia. Além disso, os autores identificaram que os critérios de
tweeting, utilizados pelos bots, sdo geralmente aleatérios e ndo qualitativos (eles
podem, por exemplo, tuitar aleatoriamente frases predefinidas, como provérbios).

Aljohani; Fayoumi; Hassan (2020) estudaram o comportamento e a influéncia
desses mecanismos de midias sociais em dados altmétricos, aplicando algumas
técnicas de anadlises baseadas em inteligéncia artificial no X. As analises revelaram
que os bots influenciaram 87% dos tweets relacionados aos dados altmétricos,
interferindo fortemente neste tipo de métrica. Os autores aplicaram uma técnica de
rede convolucional de grafos para classificagcdo de bots em um conjunto de dados
altmétricos. Eles chegaram a uma precisao/acuracia de 71% e o F1-score de 0,67
(esse score refere-se a média harménica entre a precisao e o recall, que esta muito
mais proxima dos menores valores do que uma média aritmética simples). Os autores
esclarecem que n&o encontraram um conjunto de dados rotulados por humanos para
melhorar seu modelo (baseado em inteligéncia artificial). Assim, concluiram que a
diferenca entre contas de bots e de humanos nido sao claras, sendo complexa a
deteccao até mesmo por humanos.

Hassan et al. (2017), utilizando-se de outra técnica, também realizou analises
no contexto de dados da altmetria no X. A pesquisa foi baseada em palavras-chave
no X com as contas mais ativas (que tuitaram pelo menos 1.000 vezes). Os autores
relataram que entre 2.043 contas, 248 (12%) foram identificadas como automatizadas,
enquanto 305 (15%) foram identificadas como contas de editores ou periddicos
(também automatizadas). Assim, 1.795 (88%) das contas encontradas foram

classificadas como sendo de humanos e 27% como bofs.

3 Repositério tematico de arquivos preprints de artigos cientificos nos campos da Matematica, Fisica,
Ciéncia Da Computagao, Biologia Quantitativa E Estatistica.
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1.1 JUSTIFICATIVA

A deteccdo de bots e contas falsas em plataformas de redes sociais ainda é um
dos principais desafios para os investigadores de seguranga cibernética
(Thuraisingham, 2020). Considerando a caréncia de estudos sobre a interferéncia e
deteccéo de bots no contexto da Altmetria no X, a realizagao desta tese justifica-se
pela necessidade citada em Aljohani; Fayoumi; Hassan, (2020) e Hassan et al. (2017),
de aprimorar a preciséo e a confiabilidade dos indicadores altmétricos e garantir uma
avaliagdo mais precisa do impacto académico nas redes sociais.

A relevancia desta pesquisa reside na necessidade de enfrentar os desafios
impostos pelos vieses e pelas fragilidades induzidas por bots, os quais representam
obstaculos significativos para a utilizagao efetiva da altmetria na avaliagdo e no
monitoramento da pesquisa cientifica. Ao abordar tal questao, esta investigagéo busca
aprimorar a compreensao dos impactos dessas distor¢gdes e desenvolver estratégias
para mitiga-las, garantindo, assim, uma avaliagdo mais precisa e abrangente do
impacto da pesquisa cientifica na comunidade académica e na sociedade em geral.

Em resumo, essa pesquisa pode contribuir para o avango da avaliagcéo
cientifica e para uma melhor compreensdo do papel das midias sociais na
comunicagdo académica e na compreensao dos vieses e das fragilidades causadas
pelos bots que dificultam o uso pleno da altmetria para a avaliagcdo e o monitoramento
da pesquisa cientifica.

Segundo Orabi et al. (2020), algumas das lacunas identificadas nos trabalhos
desenvolvidos para deteccdo de bots em redes sociais consiste no fato de que
raramente sdo usados métodos que nao seja o aprendizado de maquina
supervisionado, além disso, a maioria dos conjuntos de dados publicos ndo séo
precisos ou grandes o suficiente. Os autores reforcam que sistemas integrados e
deteccdo em tempo real s&o necessarios para munir os usuarios legitimos de
ferramentas que possam distinguir contas automatizadas de nao automatizadas.

Conforme descritos pelos autores em Balestrucci et al. (2019) e Minnich et al.
(2017), a geragao de contas de bot muda continuamente ao longo do tempo e,
adicionalmente, algumas das contas fornecidas ja foram suspensas pelo X. Assim, é
necessario um pré-processamento para melhorar a usabilidade desta grande colegao
de conjuntos de dados, removendo os identificadores daquelas contas que ja foram

removidas pelo X. Este aspecto também é critico, uma vez que varios detectores de
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bots anteriores ndo foram atualizados com as novas tendéncias e com 0s recursos
que as contas de bots podem ter atualmente, de modo que nao sdo mais tao confiaveis

como costumavam ser (Martin-Gutierrez et al., 2021).

1.2 OBJETIVOS

Esta segcdo tem como finalidade apresentar os objetivos desta pesquisa, os
quais estao organizados em objetivo geral e objetivos especificos, conforme descrito

a seguir.

1.2.1 Objetivo Geral

Desenvolver uma abordagem computacional, baseada em inteligéncia artificial,
para a deteccao de bots e a classificagdo automatizada de contas que divulgam
publicagdes cientificas na plataforma X, com o objetivo de reduzir distor¢des nos
indicadores altmétricos e fortalecer sua aplicabilidade na avaliagdo da producao

cientifica.

1.2.2 Objetivos Especificos

Mais especificamente, tem-se como objetivo:

a. Construir um dataset rotulado e representativo de contas da plataforma X,
classificadas como humanas ou automatizadas, com base em validacdo manual e
integracao de fonte confiavel;

b. Comparar o desempenho de diferentes algoritmos de aprendizado de
maquina para deteccdo de bots em dados altmétricos, avaliando métricas como
acuracia, AUC e F1-score na tarefa de classificacdo de contas;

c. Desenvolver um modelo de inteligéncia artificial otimizado, com base no
algoritmo Extreme Gradient Boosting (Xgboost), para classificar contas segundo sua
natureza (humana ou bot), utilizando um conjunto de variaveis preditoras (features)
selecionadas;

d. Propor uma prova de conceito do modelo computacional e protétipo para

automacao de classificacdo de contas do X, com atuacao altmétrica;
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e. ldentificar padrées de comportamento e engajamento, diferenciando contas
humanas e bots por area do conhecimento, por volume de postagens e por

participacao altmétrica.

1.3 HIPOTESES DE PESQUISA

Diante da complexidade do fendmeno investigado — a detec¢do de contas
automatizadas no ecossistema altmétrico da plataforma X —, a presente pesquisa se
propde a investigar a atuacdo de contas automatizadas no compartilhamento de
publicacdes cientificas na plataforma X, com foco na deteccdo automatizada dessas

contas, bots e humanas, e no impacto que exercem sobre os indicadores altmétricos.

Com base nos objetivos delineados, foram formuladas hipéteses de pesquisa
destinadas a orientar: a delimitagdo dos percursos investigativos, a construgdo do
dataset, a definicdo metodoldgica e a interpretacdo dos resultados. Cada hipotese
reflete uma expectativa tedrica derivada da revisdo da literatura e direciona aspectos

especificos da analise.

Na sequéncia, sdo apresentadas as hipoteses que sustentam esta investigacgao,

organizadas de acordo com os objetivos especificos do estudo.

HO01 — XGBoost apresenta desempenho superior aos demais modelos:
acredita-se que o algoritmo XGBoost, por suas caracteristicas técnicas,
obtenha os melhores resultados na classificacdo de contas.
HO02 — Bots postam mais que humanos: pressupde-se que contas bots sao
responsaveis por um volume desproporcionalmente elevado de postagens, em
relagao as contas humanas.
HO03 — A atuacao de bots varia por area do conhecimento: parte-se da
premissa de que o comportamento e a incidéncia de bots ndo sao uniformes,
apresentando variagdes conforme a area disciplinar.
H04 — Bots atuam em um maior numero de areas tematicas do que
humanos: supde-se que bots tendem a operar em varias areas do
conhecimento simultaneamente, em contraste com humanos, que tém atuacao
mais focada.

As hipoteses formuladas neste estudo serao retomadas ao longo das sec¢bes

seguintes: na metodologia, ao explicitar as estratégias de verificagdo adotadas; nos



28

resultados, com base nas evidéncias empiricas obtidas; e, por fim, na concluséo,

quando sao discutidas em funcédo dos achados e das implicagcdes da pesquisa.

1.4 ESTRUTURA DO TRABALHO

A presente tese esta estruturada em cinco secodes, além das referéncias e de
dois apéndices, organizados de modo a garantir a coeréncia, o desenvolvimento
l6gico e articulado dos conteudos abordados. A primeira se¢do apresenta a introdugao
do tema, expondo o contexto da pesquisa, a justificativa tedrica e pratica que a
fundamenta, bem como a definicdo dos objetivos gerais e especificos. Finaliza-se com
uma breve descricdo da estrutura do trabalho, oferecendo ao leitor uma viséo
abrangente de seu desenvolvimento.

A secdo 2 € dedicado a fundamentacao tedrico-conceitual, contemplando a
revisdo sistematica da literatura sobre bofs em midias sociais, com énfase na
plataforma X e nos seus impactos sobre os indicadores altmétricos, apresentando a
sintese dos resultados encontrados e a identificagdo de lacunas na literatura.

Além disso, discute-se a caracterizacdo de bots em midias sociais, com
destaque para suas diferentes tipologias, implicagcoes éticas e o emprego de técnicas
de aprendizagem de maquina para sua detecg¢ao, com especial atengao a algoritmos
como K-Nearest Neighbors (KNN), Arvore de Decisdo, Floresta Randémica,
Botometer e Extreme Gradient Boosting (XGBoost). Por fim, sdo analisados os
fundamentos da altmetria, a vulnerabilidade dos indicadores altmétricos a agao de
contas automatizadas e o comportamento de usuarios na disseminacdao de
publicacdes cientificas.

S&o discutidas defini¢gdes e tipologias de contas automatizadas, implicagcdes
éticas, fundamentos da altmetria, distor¢des causadas por bots em métricas
cientificas, bem como as principais abordagens e algoritmos aplicados a deteccao de
bots, com destaque para o XGBoost.

A secédo 3 descreve de maneira detalhada a metodologia desenvolvida e os
procedimentos metodoldgicos adotados para operacionalizagdo pratica em uma
aplicacao real, descrevendo a execugao de cada etapa definida na metodologia, tais
como a aplicagdo das técnicas de engenharia de features, pré-processamento de

dados e treinamento supervisionado do modelo baseado no algoritmo XGBoost,
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culminando na construcido de um protétipo de classificagdo automatizada. Essa segcao
inclui as etapas de compreensao do dominio de pesquisa, preparacao e tratamento
dos dados, delineamento amostral, construcdo do dataset de treinamento e
desenvolvimento do modelo de inteligéncia artificial, incluindo o download de bases
de classificagao tematicas, a realizacdo de calculos amostrais, a selecdo randémica
de artigos e contas, a coletas de posts, a fusao dos datasets e a construgao do
conjunto de treinamento para a modelagem de inteligéncia artificial.

A secao 4 expde os resultados e realiza a discussao critica dos achados
organizados conforme os objetivos especificos tragados. Sdo apresentadas as
analises e discussbes oriundas da comparagdo entre diferentes metodologias de
classificagao, da analise dos conjuntos de dados de treinamento, da construcédo de
uma base confiavel de perfis rotulados, do desenvolvimento. Além de realizar a
avaliacdo de um modelo de inteligéncia artificial para a classificagdo automatica de
contas, a investigacédo da distribuicdo de perfis na plataforma X e a identificagdo de
padrées comportamentais segmentados por areas do conhecimento. Ademais,
propde-se, como prova de conceito, um modelo computacional e um protétipo de
automacao para a classificacdo de contas com atuacao altmétrica.

Por fim, a secdo 5 apresenta as conclusdes da pesquisa, sintetizando as
principais contribuigdes cientificas e praticas alcangadas, externando as limitagdes do
estudo e propondo dire¢des para investigagoes futuras. A tese € complementada pela
secao de referéncias bibliograficas, que reune as fontes consultadas ao longo do
trabalho, e por apéndices que ampliam a transparéncia e a reprodutibilidade da
pesquisa.

O Apéndice A reune o protocolo metodoldgico utilizado na condugao da
Revisao Sistematica da Literatura (RSL), bem como o detalhamento do processo de
analise sistematica desenvolvido. O Apéndice B, por sua vez, apresenta o Plano de
Gestdo de Dados (PGD), no qual sdo descritas as estratégias adotadas para a
organizagéao, preservagao, disseminacao e reutilizagao dos dados gerados durante a

investigacao.
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2 REFERENCIAL TEORICO-CONCEITUAL

Esta secao apresenta os fundamentos tedricos e conceituais que sustentam
esta pesquisa sobre a deteccao de bots na plataforma X. A proposta é construir um
panorama que una perspectivas da Ciéncia da Computacdo e da Ciéncia da
Informacgao, articulando dimensdées técnicas e informacionais associadas ao uso de
contas automatizadas em redes sociais e seus impactos sobre a altmetria.

A partir dessa perspectiva interdisciplinar, a se¢ao se organiza para explorar
a interface entre altmetria, deteccao de bots e classificagcao de contas na plataforma
X, foco central da investigagdo. Sdo discutidos os fundamentos da altmetria e suas
distincdes em relagcao a bibliometria tradicional, destacando o papel do X como
principal fonte de dados altmétricos.

Em seguida, aborda-se o impacto das contas automatizadas sobre os
indicadores de atencéo on-line, considerando desde a distor¢cdo de métricas até os
desafios éticos relacionados ao uso de automacao na comunicacao cientifica.

Por fim, examinam-se as principais abordagens e técnicas de detecgao de
bots, com especial atengao para o uso de aprendizado de maquina e de métodos de
inteligéncia artificial, oferecendo um panorama critico da literatura e dos instrumentos

aplicados a identificagdo de contas automatizadas no contexto da ciéncia em rede.

2.1 BOTS EM MIDIAS SOCIAIS E SUAS IMPLICAGOES PARA A AVALIAGAO
CIENTIFICA

Para compreender a atuagao de bots em midias sociais e suas implicagdes na
avaliagao cientifica, € fundamental delinear os conceitos-chave relacionados as
contas automatizadas, suas tipologias e formas de operagdo. As subsegdes a seguir
apresentam, de forma articulada, uma definicao conceitual de bots, ciborgues e contas
automatizadas, descrevem as classificagdes mais comuns encontradas na literatura,
discutem os impactos dessas contas sobre o ecossistema da comunicacgao cientifica
— incluindo a geragdo de engajamento artificial e a distorcdo de métricas altmétricas
— e abordam as principais questdes éticas associadas ao uso de automacgao na

divulgacao de resultados cientificos. Esses elementos fornecem a base teorico-
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conceitual necessaria para a analise critica dos efeitos dessas tecnologias no campo
da altmetria.

2.1.1 Definigao de bots, ciborgues e contas automatizadas

Os "bots" sédo programas de computador que desempenham tarefas
automatizadas em redes sociais a uma velocidade superior a dos seres humanos.
Uma definigdo mais precisa dos bots em redes sociais pode ser encontrada em
Benkler et al. (2017), que os descrevem como "um software de computador que gera
conteudo automaticamente e interage com usuarios de midias sociais para replicar e
possivelmente modificar seu comportamento”.

Por sua vez, os ciborgues sao contas que apresentam uma mistura de
comportamento humano e de bot (ou seja, trata-se de uma conta do X que publica
posts automatizados e criados por uma pessoa). Para Haustein et al. (2016), todos os
trés tipos de contas - humano, bot e ciborgue - podem ser iniciados por uma pessoa
(por exemplo, cientista, estudante, professor, profissional, leigo interessado e assim
por diante) ou por uma organizagdo (por exemplo, sociedade cientifica, editora,
periodico, universidade, grupos de pesquisa, organizagao financiadora, jornal e assim
por diante).

2.1.2 Tipologias de contas bots

A popularidade de plataformas de midia social como o X levou a proliferagéo
de bots (contas automatizadas), criando oportunidades e desafios na disseminagéo
de informacodes. Preocupados com a influéncia desses mecanismos, muitas pesquisas
sobre a identificacdo de perfis de bots concentraram-se principalmente em bots
maliciosos.

De acordo com a classificagdo de Benkler et al. (2017), existem quatro
categorias principais de bots de midia social: spambots, bots sociais, bots sybil e
ciborgues. Oentaryo et al. (2016) classificaram muitos bots como benignos e, a partir
deste achado, propuseram uma categorizagéo mais ampla de bots com base em seus
comportamentos. Outros trabalhos como Chu et al. (2012), Gorwa e Guilbeault (2020)
e Aguilera et al. (2023) apresentam classificacdes de categorias de bots de midia
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social, diferenciando-os pelo seu comportamento, utilidade ou forma de operar. Em
resumo, as principais classificagdes encontradas foram:

* Bots Sybil: identidades andnimas usadas para gerar um impacto
significativo (Gorwa; Guilbeault, 2020; Benkler et al., 2017).

» Consumer Bots: bots cujo objetivo principal € obter conteudo de diversas
fontes e fornecer servigos de atualizagdo, como boletins meteoroldgicos, horéscopo
ou noticias para consumo ou uso pessoal. Seu conteudo geralmente é benigno.

» Bots Hibridos ou Ciborgues: esta classificagdo corresponde a contas de
usuarios que sao gerenciadas por usuarios humanos com a ajuda ou suporte de um
bot ou vice-versa (Chu et al., 2012a). Os bots ciborgues representam uma categoria
hibrida, sendo meio humanos e meio bots e operam na interface entre pessoas e bots
(Benkler et al., 2017).

» Crawlers e scrapers: sao bots que foram projetados para indexar e arquivar
dados de paginas da web, por exemplo, para disponibilizar os dados dos sites atraves
de mecanismos de busca.

» Chatbots: sdo programas de computador que conversam com pessoas em
tempo real utilizando linguagem natural. Frequentemente usado por empresas para
facilitar a interagado com o cliente, como responder a perguntas frequentes;

« Spambots: esses bots sao responsaveis por disseminar conteudo com
informacdes falsas ou conteudo inofensivo ou irrelevante de forma repetitiva. Séao
softwares ou sistemas de computador que foram comprometidos por malware e estao
sob o controle de terceiros. Sdo utilizados para enviar um grande numero de
mensagens, publicidade, comentarios etc. (Oentaryo et al., 2016). Os spambots
incluem bots promotores, spambots de URL e falsos seguidores, que se dedicam a
disseminar links prejudiciais, mensagens indesejadas e a se apropriar de topicos
populares nas redes sociais (Meshram et al., 2021; Benkler et al., 2017);

* Bots sociais: ativos nas redes sociais, estes programas criam conteudos
por si proprios e frequentemente passam por pessoas genuinas (Oentaryo et al.,
2016). Os bots sociais sao contas de usuario controladas por algoritmos que imitam a
atividade humana, mas o fazem a uma velocidade notavelmente superior, enquanto
conseguem ocultar, com sucesso, sua verdadeira identidade (Ferrara, 2018; Benkler
et al., 2017).

» Sockpuppets: sao pessoas genuinas que assumem identidades falsas,

muitas vezes para promover uma determinada causa ou produto, como promog¢ao de
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negocios, livros favoraveis e criticas de filmes. A intencédo desses sockpuppets é criar
preconceitos de opinido em relagdo a uma entidade e geralmente sdo empregados
para enganar on-line (Maity et al., 2017).

2.1.3 Impactos dos bots sobre a comunicagao cientifica, engajamento artificial,
e integridade das métricas

Os bots existem em grande quantidade nas redes sociais (Gilani et al., 2017).
De acordo com Gorwa e Guilbeault (2020), os bots sao responsaveis por uma parcela
consideravel da atividade on-line, sdo usados para manipular algoritmos e sistemas
de recomendacao, reprimir ou promover o discurso politico e podem ser cruciais na
disseminacgao de "noticias falsas” e “hiperpartidarias".

A literatura revela que bots sdo um fendbmeno multifacetado na disseminacéao
cientifica no X, com implicagdes tanto positivas, quando usado para ampliar a
divulgacao cientifica, quanto negativas, quando se trata do uso dos indicadores
altmétricos no contexto da avaliagdo. Por um lado, eles podem amplificar o alcance
de pesquisas e facilitar a descoberta de novos conteudos. Por outro, distorcem
métricas de impacto e podem ser manipulados para criar uma falsa percepcédo de
influéncia. Observa-se que a presenga de bots no X tem gerado controvérsias.
Embora possam contribuir para ampliar a visibilidade de publicacdes cientificas, esses
agentes automatizados também tém o potencial de distorcer métricas baseadas no
volume de postagens.

Os bots representam, aproximadamente, 8,5% dos usuarios do X conforme
divulgado pelo X (Subrahmanian et al., 2016). Um estudo sobre bots sociais mostra
que de todos os usudrios ativos de lingua inglesa no X, 9% a 15% exibem
comportamentos semelhantes a bots (Varol et al., 2017b). Um estudo de Chu et al.
(2012) descobriu que 10,5% das contas do X sdo bots, com um adicional de 36,2%
classificados como “ciborgues” (definidos como humanos assistidos por bots ou bots

assistidos por humanos).

2.1.4 Questoes éticas do uso da automacao na divulgagao cientifica

A utilizacdo de bots na divulgacédo cientifica pode assumir fungdes tanto

construtivas quanto problematicas, dependendo do contexto e da intencionalidade de
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seu uso. Yoshikawa, Kubo e Yamamoto (2021), no estudo “Twitter integration of
chemistry software tools”, mostraram que bots especializados na promogédo de
ferramentas quimicas no X ajudam a tornar a pesquisa mais acessivel e a conectar
pesquisadores de diferentes areas. De maneira similar, Xu et al. (2018), no artigo
“Who, what, why? An exploration of JOVE scientific video publications in tweets”,
observaram que bots contribuem para a promocéao de videos cientificos, ampliando o
alcance de conteudos académicos nas plataformas sociais.

Por outro lado, a automacao pode ser utilizada de forma antiética, como discutido
por Ciuperca e Stanciu (2022) no estudo Social networks-based alt-metrics and the
unethical use of Al. Os autores analisam o uso mal-intencionado de bots para
manipular indicadores altmétricos, promovendo artificialmente artigos com o objetivo
de inflar métricas de engajamento e impacto percebido. O estudo destaca a urgéncia
de estratégias robustas para detecgdo e mitigacdo de bots, a fim de preservar a
integridade das métricas académicas.

As implicagdes éticas desse tipo de pratica sao significativas: ao gerar interagdes
artificiais, bots podem induzir uma falsa percepcdo de relevancia cientifica,
comprometendo os processos de avaliagcdo e comunicacdo da ciéncia. Além disso,
conforme alertam Ciuperca e Stanciu (2022), essas agbes ndo apenas levantam
dilemas éticos, mas também podem acarretar consequéncias legais, sobretudo em
contextos marcados pela disseminacéo de desinformacao.

A interacao entre bots e usuarios humanos, portanto, pode tanto contribuir para
a circulagao legitima de conhecimento quanto distorcer os processos de avaliagéo
académica. Nesse sentido, estudos como os de Qi, AlKulaib e Broniatowski (2018) e
Xu et al. (2018) contribuiram ao caracterizar comportamentos semelhantes a bots no
X, sugerindo que a identificagdo de padrées de comportamento e, portanto, de
engajamento, pode ser tdo importante quanto a analise do conteudo postado. Esses
estudos ampliaram a compreensao sobre o papel dos bots, apontando que eles néao
apenas influenciam as métricas de impacto, mas também moldam a natureza da
discussao académica.

A partir desse carater ambiguo entre uso legitimo e uso manipulativo da
automacdo, emergem questdes éticas centrais relacionadas a integridade da
comunicacao cientifica e a confiabilidade dos indicadores altmétricos. Conforme
salientam Rodrigo Costas e Ronaldo Araujo em Maricato et al., (2025), o fenbmeno

da automacdo ndo deve ser visto unicamente como uma ameaga, mas como um
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elemento constitutivo do ecossistema comunicacional contemporaneo, cujo impacto
depende de critérios claros de transparéncia, rastreabilidade e contextualizagdo. A
dificuldade reside em distinguir as intera¢gdes automatizadas que ampliam o alcance
da ciéncia daquelas que distorcem a percepcao de impacto, produzindo métricas
infladas e pouco representativas do engajamento real.

Nesse sentido, a manipulagdo de indicadores por bots e outras formas de
automacgao configura um problema de natureza ética e tedrica de primeira ordem.
Rodrigo Costas (Maricato et al., 2025) observa que o uso indiscriminado da altmetria
em moldes avaliativos, sem curadoria ou ponderagao das fontes, refor¢a o risco de se
transformar um indicador relacional em uma métrica performativa. Ronaldo Araujo
(Maricato et al., 2025) amplia essa reflexdo ao advertir que o uso indescrimindado de
métricas digitais pode fomentar comportamentos oportunistas entre pesquisadores,
resultando em praticas de autopromogao automatizada e na emergéncia do que
denomina “pesquisadores cagadores de likes”, voltados a visibilidade superficial em
detrimento da relevancia cientifica.

As implicagbes éticas dessa logica performativa sdo multiplas. Em primeiro
lugar, a automagao pode gerar falsas percepgdes de relevancia, comprometendo a
integridade das avaliagdes institucionais e de politicas publicas baseadas em métricas
digitais. Em segundo, o uso de bots com fins de persuasdo, difamacgdo ou
desinformagédo, fenbmeno ja4 documentado em estudos sobre a circulagdo de
conteudo cientifico em contextos de controvérsia, como vacinas e mudancas
climaticas, representa uma ameaca a credibilidade da ciéncia e ao debate publico.
Ainda, a desigualdade estrutural entre paises e instituigbes agrava essas distorgoes,
pois grandes centros de pesquisa, com mais recursos para investir em automagao e
marketing digital, tendem a ampliar artificialmente sua presenga online, reforgcando
hierarquias ja consolidadas no sistema global de comunicagéo cientifica.

No plano regulatério, essas tensdes se estendem a necessidade de
mecanismos de governanga e auditabilidade dos dados altmétricos. A auséncia de
transparéncia nas plataformas comerciais que coletam e indexam mencdes
cientificas, tais como Altmetric.com e Crossref Event Data, impede a verificagao
independente das fontes e favorece a opacidade algoritmica. A dependéncia de
poucos provedores, aliada a incerteza juridica sobre a coleta automatizada de dados
(web scraping), torna urgente o desenvolvimento de marcos regulatorios que

conciliem inovacéo tecnoldgica, protecao de dados e ética da informacéo.
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Por fim, a discussao ética sobre o uso de IA e automagdo na divulgagao
cientifica deve ser compreendida sob uma perspectiva mais ampla, que considere os
efeitos sociotécnicos da visibilidade digital. A mediagao algoritmica das plataformas
cujos mecanismos de ranqueamento e recomendacgdo definem o que é visto,
compartilhado ou amplificado, faz com que o alcance de um conteudo cientifico n&o
reflita necessariamente seu mérito, mas a légica de atengcdo e engajamento que
estrutura o ambiente informacional. Assim, a questdo ética fundamental nao é
simplesmente a presencga dos bots, mas o0 modo como eles participam na construcao
de significados, valores e hierarquias de reconhecimento na ciéncia.

Em sintese, a automacdo deve ser reconhecida como um componente
inevitavel e multifacetado da comunicacgao cientifica contemporanea. No entanto, sua
incorporagao ética requer curadoria, transparéncia e regulagdo, de modo que o uso
de bots e algoritmos sirva a circulagao legitima do conhecimento, e ndo a amplificagéo
artificial de prestigio. A ética da altmetria, como defendem Rodrigo Costas e Ronaldo
Araujo em Maricato et al., (2025), reside menos em rejeitar a automagéao do que em
governa-la, transformando-a em instrumento de mediacao responsavel entre ciéncia,

tecnologia e sociedade.

2.2 ALTMETRIA E REDES SOCIAIS: O CASO DO X

A compreenséo da altmetria no contexto das redes sociais exige a analise de
seus fundamentos tedricos, das plataformas que atuam como fontes de dados e das
formas de engajamento que moldam os indicadores produzidos. As subsecoes
seguintes discutem, inicialmente, os principios conceituais da altmetria, destacando
em seguida o papel do X como fonte privilegiada de dados. Posteriormente,
examinam-se as dindmicas de engajamento entre diferentes tipos de contas e seus
efeitos sobre a geragédo de indicadores, bem como as distor¢des ocasionadas pela

atuacao de bots nos scores altmétricos.

2.2.1 Fundamentos da altmetria

Atualmente, as redes sociais sdo um dos principais meios de comunicagao em

todo o mundo, gerando diariamente uma enorme quantidade de informagdes atraves
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da interacdo das pessoas que utilizam essas plataformas. Nessas interagdes, as
pessoas compartilham todo tipo de informagdo sobre si mesmas ou sobre outros
usuarios e expressam suas opinides e pontos de vista sobre qualquer tema de
interesse publico ou privado (Mitchell, 1974). Essa crescente utilizagao de ferramentas
de midias sociais também tem sido utilizada para divulgagao cientifica, despertando.
nas comunidades cientificas, o interesse em rastrear o impacto académico por meio
de novos indicadores (Araujo; Caran; Souza, 2016).

Aliado a esses fatores, a velocidade de comunicagao, proporcionada pela
conectividade, através da web social, remodela o cenario da comunicacéo cientifica,
promovendo processos comunicativos mais ageis e democraticos. Diferentemente
das bases de dados tradicionais, esses ambientes permitem um acesso a informagao
menos burocratizado, favorecendo a disseminagao do conhecimento de forma mais
ampla.

Nesse contexto, surgem os indicadores altmétricos como resposta as
limitagdes dos indicadores bibliométricos tradicionais. Segundo Tunger, Clermont e
Meier (2018), o desenvolvimento de indicadores altmétricos se iniciou a partir de
questionamentos em relagao aos indicadores bibliométricos tradicionais, os quais nao
refletiam adequadamente o significado cientifico e social da produ¢do académica na
era da Internet. A circulagdo de publicagdes cientificas em sites de noticias, em blogs
cientificos e em redes sociais, aliada as emergentes ferramentas de rastreamento
dessas publicacdes na web, contribuiram para o desenvolvimento desses indicadores.
Uma vez que os indicadores altmétricos estdo se consolidando como uma nova forma
de mensuragéo da atengao social da ciéncia, estudos como o de Tunger, Clermont e
Meier (2018) passaram a investigar até que ponto eles podem ser utilizados em
avaliagdes cientificas e em diferentes campos de aplicagao.

Medir o impacto dos resultados de uma pesquisa € um componente essencial
na evolucdo da ciéncia. Mesmo no panorama atual, com a crescente utilizacdo das
midias sociais, o sistema vigente de avaliagcado cientifica privilegia os indicadores
quantitativos, sobretudo por meio da contagem de citagdes. Esse modelo nao
representa, de forma eficiente, a producao cientifica, pois beneficia mais os paises da
América do Norte e Europa, uma vez que as bases de dados, tradicionalmente
utilizadas como fontes para a avaliacdo cientifica, sub-representam a producéao

académica de paises em desenvolvimento (Melo; Trinca; Maricato, 2021).
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Em contrapartida, os indicadores advindos das midias sociais, conhecidos
como indicadores altmétricos, tém sido entendidos como uma forma complementar de
monitoramento, que podem auxiliar na medicdo mais ampla do impacto dos trabalhos
académicos de modo a beneficiar os paises nédo centrais (Alperin, 2013). Todavia, a
interpretacdo dos indicadores altmétricos apresentam desafios. Segundo Thelwall
(2020), esses indicadores estdo amplamente disponiveis, mas ainda €& necessario
compreender se eles podem ajudar a avaliar os resultados académicos.

A conscientizagao da importancia desses indicadores é evidente, destacando-
se sua importancia no ecossistema de comunicacdo académica. No entanto, a
interpretacéo eficaz desses dados é desafiadora, dada a falta de controle de qualidade
e o potencial para manipulagéo ou inclusdo de dados irrelevantes (Haustein; Bowman;
Costas, 2016). Apesar desses desafios, os indicadores altmétricos tém valor na
avaliagao formativa, oferecendo indicagdes preliminares de possivel impacto futuro
para artigos individuais (Hassan et al., 2019).

Ao contrario das métricas tradicionais, baseadas em citacdes, os indicadores
altmétricos - como a contagem de leitores Mendeley - podem ser vistos como sinais
precoces de impacto académico e educacional, apresentando evidéncias antecipadas
de interesse ou impacto, portanto, antes que as citagdes formais ocorram. No entanto,
a interpretacéo de outros indicadores altmétricos, como a contagem de postagens em
redes sociais, ainda é incerta, uma vez que esses dados tendem a refletir mais o
envolvimento da comunidade académica nas atividades de divulgagao cientifica do
que, de fato, o interesse do publico em geral (Costas; Zahedi; Wouters, 2015; Haustein
et al., 2014). Contrariando parcialmente essa perspectiva, estudos apontam que a
area de investigacdo biomédica concentra a maior média de mengdes por artigo na
plataforma X, sugerindo um elevado grau de engajamento, além de ampla
repercussao junto ao publico leigo. Tal padr&o revela um interesse social significativo
por temas relacionados a saude e a medicina (Costas; Zahedi; Wouters, 2015).

Essa dimensdo social dos indicadores altmétricos reforca um de seus
principais atributos: a capacidade de captar formas ampliadas de impacto da ciéncia
para além do ambiente académico tradicional. Nesse sentido, um dos beneficios
atribuidos aos indicadores altmétricos € a possibilidade de mensurar os impactos da
ciéncia para um publico mais amplo, como profissionais, estudantes, agentes
governamentais e o publico em geral (Adie, 2014). Como consequéncia, bibliotecas e

revistas digitais tém usado altmetria para identificar e rastrear indicadores de interesse
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em um determinado artigo, bem como seu impacto nas plataformas de interagcéo
ciéncia-sociedade (Thelwall et al., 2013). Medir esse impacto ampliaria 0 modelo de
recompensa cientifica ao estimular os pesquisadores a promoverem o engajamento

com o publico.

2.2.2 O papel do X como como fonte de dados altmétricos

As redes sociais digitais desempenham diferentes fungdes a depender do
contexto e do propodsito de uso: enquanto o Facebook é amplamente utilizado para
manter conexdes sociais; o YouTube se destaca pelo foco em entretenimento
audiovisual; e o LinkedIn é voltado predominantemente para interacbes em ambientes
profissionais (DrahoSova; Balco, 2017). No entanto, entre as plataformas mais
relevantes no cenario digital, o Facebook e o X merecem destaque, sendo este ultimo
largamente utilizado em pesquisas cientificas que envolvem analise de dados em
redes sociais.

Nesse contexto, o X se sobressai como uma das principais plataformas de
disseminagao de informacgdes cientificas no ambiente digital, especialmente por sua
estrutura orientada a circulagdo rapida de conteudos e sua penetracdo entre
diferentes publicos (Tsou et al., 2015). A plataforma de microblogging X tem se
destacado como uma das ferramentas de redes sociais mais frequentemente
utilizadas para mengdes a documentos académicos (Costas; Zahedi; Wouters, 2015;
Haustein et al., 2014). Segundo Haustein et al. (2016), alguns autores argumentaram
que o X é potencialmente capaz de captar o impacto de documentos académicos em
um publico ndo académico e pode, assim, servir como uma medida do impacto mais
amplo da investigacao.

Segundo Fang, Costas e Wouters (2022), ha um movimento crescente em
diregao a partilha de informag¢des académicas por meio do X. Para esses autores, o
X tornou-se, indiscutivelmente, uma das fontes de dados altmétricos mais cruciais,
com mais de um terco dos artigos cientificos recentes, sendo mencionados em
postagens nesta rede social. Esse destaque é reforgcado por estudos, como o de
Barcelos e Maricato (2017), que identificaram que o X foi responsavel por mais de
93% do numero de mengbes em midias sociais em artigos de periddicos em
cientometria. Além disso, Joubert; Costas (2019) ressaltam que a ampla utilizagao do

microblogging em escala global permite a realizagédo de comparagdes entre paises.
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A escolha do X para a coleta de dados nesta pesquisa € motivada por fatores
como a estrutura objetiva das postagens, o acesso facilitado por meio de sua Interface
de Programacao de Aplicagdes (API) publica e, sobretudo, pela expressiva influéncia
do X nos indicadores altmétricos (Batrinca; Treleaven, 2015). Em razdo dessas
caracteristicas, o X foi selecionado como principal objeto de analise na presente

investigacao.

2.2.3 Engajamento de diferentes tipos de contas e a producgao de indicadores

altmétricos

Diversos estudos utilizam dados da rede X para identificar as caracteristicas
dos usuarios que interagem com conteudo cientifico. Haustein (2019) e Tsou et al.,
(2015) identificaram uma predominéncia de contas individuais sobre contas
institucionais. Ja Joubert e Costas (2019), observaram que o maior volume de
interacdes com ciéncia parte de membros académicos, em comparacao com o publico
geral.

Aproximadamente 15% dos académicos usam o X, motivados principalmente
pela disseminacdo de informacdes, construcdo de redes de contato e atualizacéo
cientifica (Haustein, 2019). No entanto, esse uso tende a ser passivo ou esporadico,
em funcao de receios relacionados a reputagdo académica (Nicholas et al., 2015) e a
confiabilidade da plataforma (Hayawi et al., 2023; Segado-Boj et al., 2019). Ainda
assim, Barcelos e Maricato (2017) identificaram que o X € a rede que apresenta maior
engajamento dos autores com suas proprias pesquisas.

Complementando essas analises, Maricato e Manso (2022) identificaram que
pesquisadores representam 11,8% dos perfis que compartiiham artigos, sendo
responsaveis por 10,9% das citagcoes e 11,8% das mencgdes. Quando somadas as
categorias docentes, pesquisadores e estudantes, chega-se a 21,3% dos perfis,
22,5% dos artigos e 21,4% das mencgdes. Haustein (2019) encontrou percentuais
semelhantes (22%).

Além de usuarios individuais, os peridédicos cientificos também integram a rede
de atengado. Segundo Nishikawa-pacher (2023), 25,2% dos peridédicos indexados na
Web of Science (SCIE, SSCI, AHCI) possuem conta oficial no X. Em média, essas

contas emitem 116 mensagens por ano e interagem com outros usuarios a cada dois
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ou trés posts. No perfil dessas contas, € comum a mengao ao processo de revisao por
pares (600 periodicos) e ao impacto baseado em citagbes (263 periddicos).

Apesar disso, ha uma heterogeneidade significativa no comportamento das
revistas cientificas no X. A existéncia de perfis fraudulentos, criados por editores
predatorios, reforca a importancia de que as revistas mantenham perfis oficiais para
proteger sua identidade institucional.

A criagao de posts sobre ciéncia no X representa a disseminag&o da ciéncia
por parte das contas académicas, ao mesmo tempo em que abre espago para novas
interagdes e formas de recepgédo (Costas; Rijcke; Marres, 2021).

Segundo Fang, Costas e Wouters (2022b), o engajamento com posts
académicos pode ser medido por meio de quatro comportamentos: curtir (44%),
repostar (36%), citar (9%) e responder (7%). Curtidas e repostagens sao formas
basicas de engajamento, pois ndo adicionam conteudo novo; ja citagdes e respostas
expressam interagdes mais informativas e conversacionais.

Na literatura altmétrica, o comportamento de repostar € amplamente analisado.
Priem e Costello (2010) observaram que repostagens representavam apenas 19% dos
posts académicos em uma amostra inicial. No entanto, estudos mais recentes
(Alperin; Gomez; Haustein, 2019; Didegah; Mejlgaard; Serensen, 2018; Haustein,
2019) apontam que repostagens chegam a representar até metade das interagdes
com artigos, sendo centrais para a disseminagado cientifica entre comunidades
(Araujo, 2020; Hassan et al., 2019).

Mohammadi et al. (2018) investigaram as motivagdes subjacentes a esses
comportamentos e identificaram que o like serve majoritariamente para sinalizar
interesse, enquanto repostagens sdo motivadas pelo desejo de divulgar. Fang et al.
(2021) acrescentam uma critica importante: quase metade dos links encurtados em
posts académicos nao sao clicados, o que limita o alcance efetivo da informacao.

Maricato e Manso (2022) identificaram uma média de 1,8 meng¢des por artigo.
Pesquisadores alcangam média de 1,9, médicos 1,8 e bidlogos 1,7. Em relagdo ao
numero de seguidores, destacam-se professores (6%), estudantes (6%) e
pesquisadores (5,9%), que juntos representam 18% dos seguidores. Apesar da
importancia dos perfis académicos, o conjunto de usuarios nao académicos
desempenha um papel ainda mais expressivo na circulacéo da ciéncia.

Contudo, é preciso considerar que nem todas as interagcdes observadas nas

redes sociais digitais provém de usuarios humanos. O comportamento de bots
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também tem sido foco de atencdo. Haustein et al. (2016) propuseram uma distingao
entre contas humanas, ciborgues e bots. Enquanto humanos operam com selegao
qualitativa dos conteudos, bots replicam automaticamente postagens com base em
fontes e algoritmos n&o seletivos. As contas automatizadas postam de 4,6 a 7,1 vezes
ao dia, enquanto contas humanas postam em média 2,2 vezes ao dia. Muitas dessas
postagens sao aleatérias e sem curadoria de conteudo, o que desafia a validade das
métricas altmétricas baseadas puramente em volume de postagens ou mengdes.
Essa atuacao automatizada representa um fator critico na interpretagcao dos
indicadores altmétricos, uma vez que pode gerar distor¢des significativas nos scores
que pretendem refletir o impacto social da producéo cientifica — aspecto que sera

detalhado na sec¢ao seguinte.

2.2.4 Distorgoes causadas por bots nos scores altmétricos

Os estudos altmétricos ndo estdo imunes a atuagao dos bots. Aljohani, Fayoumi
e Hassan (2020) destacam a importancia de analisar a influéncia social desses
agentes nos dados altmétricos, considerando n&o apenas como disseminam conteudo
e difundem informacgdes, mas também a proporgcéo de conteudo académico produzido
por eles nas midias sociais. O X, nesse contexto, assume papel central, sendo a
principal fonte de indicadores monitorados por agregadores como o Altmetric.com,
que rastreia cerca de 91% das atividades sociais a partir dessa plataforma (Hassan et
al., 2017).

A acao de bots maliciosos, como spambots?, seguidores falsos e outros, podem
distorcer os indicadores altmétricos, disseminando conteudo indesejado e
prejudicando a credibilidade das métricas. Embora existam diversos estudos voltados
para deteccao de bots sociais no X (Morais; Digiampietri, 2021), ainda sdo escassas
as investigagdes que abordam, especificamente, os efeitos desses mecanismos sobre
dados altmétricos.

Um dos estudos que tiveram foco na investigagado do impacto destes bots na
altmetria foi publicado por Haustein et al. (2016). Esses autores examinaram a
influéncia dos bots na contagem de posts do X relacionados a publicagdes cientificas.

Este trabalho pioneiro langou luz sobre a maneira como as contas automatizadas

4 830 programas de computador projetados para auxiliar no envio de spam, sdo “robés de spam”.
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geram um volume significativo de interagdes, questionando a validade dos indicadores
altmétricos. Os autores analisaram uma amostra aleatoria de 800 contas do X e
constataram que 8% das contagens altmétricas foram totalmente afetadas por contas
de bots e 5% afetadas parcialmente. O estudo mostrou ainda que 9% dos posts para
envios de artigos do arXiv foram gerados por contas automatizadas (bots). Diante
desses resultados, os autores enfatizaram a necessidade de diferenciar os bots com
base no engajamento, sugerindo que a mera contagem de posts poderia nao refletir
com precisao o impacto de uma publicagdo. Essa investigagao inicial estabeleceu um
fundamento importante para futuras pesquisas, que passariam a explorar mais
profundamente a dindmica entre bots e usuarios humanos.

Estudos adicionais corroboram esses achados. Shuai, Pepe e Bollen (2012)
relataram que 50% dos posts sobre os artigos do arXiv foram produzidos
exclusivamente por bots. J& Haustein (2019), ao analisar 2.043 contas altamente
ativas no X (com mais de 1.000 postagens), identificou que 248 foram identificadas
como automatizadas, enquanto 305 como contas de editores ou perioddicos.

Ellis et al. (2021), no estudo “Recent trends in the use of social media in
parasitology and the application of alternative metrics”, examinaram o uso do X e de
outras plataformas na parasitologia. Eles descobriram que, embora o X seja a principal
rede usada para disseminacdo, ha uma forte presenca de bots promovendo o
compartilhamento de conhecimento. Ja Orduia-Malea; Font-Julian (2022), em “Are
patents linked on Twitter? A case study of Google patents”, focaram na disseminag¢ao
de patentes, concluindo que bots sdo responsaveis por mais de 50% das mencdes,
sugerindo um impacto significativo na percep¢ao de inovagao.

Além disso, estudos recentes tém proposto abordagens inovadoras para
mensurar o impacto académico, mas também evidenciam limitacdes dos indicadores
altmétricos diante da atuagdo de bots. Nishikawa-Pacher (2023), no estudo
“Measuring serendipity with altmetrics and randomness”, introduziu um bot
programado para recomendar publicagbes cientificas de forma aleatéria, com o
objetivo de testar o conceito de serendipidade como novo indicador de impacto. Os
resultados sugerem que o engajamento gerado por essas recomendagdes
automatizadas pode ocorrer independentemente da relevancia intrinseca do
conteudo, manifestando que fatores contextuais e artificiais podem influenciar os

indicadores altmétricos. Essa evidéncia reforca a necessidade de cautela na
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interpretacdo dessas métricas, uma vez que a atuacdo de bots pode distorcer a

percepcao do impacto real de uma publicagao cientifica.

2.3 TECNICAS DE DETECGAO DE BOTS: ABORDAGENS CLASSICAS E
AVANCADAS

Diante da relevancia crescente dos bots na dinamica das redes sociais e de seu
impacto direto sobre os indicadores altmétricos, torna-se fundamental compreender
as abordagens existentes para a identificagcdo desses agentes automatizados. A
atuacao dos bots, especialmente no X, tem despertado o interesse da comunidade
cientifica, que busca desenvolver métodos eficazes para sua deteccao e analise.
Nesse contexto, a proxima secado apresenta estudos que exploram técnicas de
deteccdo de bots na plataforma X no contexto geral e em especial no contexto da
divulgacao cientifica. Esse levantamento bibliografico visa identificar as principais

metodologias utilizadas, bem como os desafios e avangos no campo.

2.3.1 Métodos tradicionais baseados em atributos de conta e comportamento

Os procedimentos mais comuns de defesa contra bots consistem em detectar
estas contas e deleta-las, seja no momento de criagdo da conta ou depois que se
fundem nas midias sociais. As abordagens predominantes concentram-se na analise
de conteudo das postagens e nas caracteristicas dos perfis, com énfase em atributos
comportamentais e informacionais que permitam distinguir bots maliciosos de
usuarios humanos. Ainda assim, a literatura apresenta um conjunto diversificado de
técnicas de deteccao, refletindo a complexidade do fenémeno.

Aguilera et al. (2023), em estudo publicado na revista IEEE Access (v. 11),
realizaram uma analise comparativa de dez algoritmos de aprendizado de maquina
aplicados a detecgado de bots na plataforma X. Os resultados denotaram que o
algoritmo Random Forest (Floresta Randémica) obteve o melhor desempenho entre
0s modelos avaliados, atingindo uma taxa de precisdao de 90%, o que reforga sua
eficacia no contexto de classificacdo supervisionada em redes sociais.

Os autores também discutem trabalhos anteriores que corroboram a eficiéncia
do Random Forest para essa finalidade. Alarifi; Alsaleh; Al-Salman (2016)

desenvolveram um classificador supervisionado com trés categorias — bots, hibridos



45

e usuarios humanos — utilizando quatro algoritmos: Random Forest, BayesNet,
Support Vector Machine (SVM) e redes neurais artificiais multicamadas. Dentre os
modelos testados, o Random Forest e o BayesNet apresentaram os melhores
desempenhos, ambos com acuracia de 91%.

No estudo de Barbon et al. (2018), os autores propuseram uma abordagem
baseada na Transformada Wavelet Discreta para extrair padroes estilisticos das
postagens, com o objetivo de classificar os autores como humanos, bots legitimos ou
bots maliciosos. O modelo foi treinado com o algoritmo Random Forest utilizando dois
conjuntos de dados reais do Twitter (Super Bowl XLVIIl e Seattle Seahawks),
alcangando uma acuracia meédia de 94,47%. Resultado que evidencia a robustez do
Random Forest na identificagao de padrdes linguisticos automatizados.

Por fim, Chu et al. (2012) concentraram-se na distingado entre humanos, bots e
ciborgues, considerando como uma das principais variaveis o padrao temporal das
postagens. Os autores observaram que menores niveis de entropia nos intervalos de
postagem estdo associados a comportamentos automatizados, enquanto valores
mais elevados significam maior probabilidade de atividade humana. Embora a
identificacdo de humanos e bots tenha se mostrado mais precisa, a classificacdo de
ciborgues apresentou maior taxa de falsos positivos devido ao seu comportamento
hibrido. O modelo proposto alcangou acuracia de 96% na classificacdo binaria entre
bots e humanos.

No contexto nacional, Pontes e Maricato (2022) propuseram um workflow
baseado em aprendizado supervisionado, com foco na aplicabilidade em ambientes
altmétricos. Utilizando o algoritmo KNN, implementado na plataforma KNIME, os
autores classificaram 52% das contas analisadas como bots. Apesar de menos
sofisticados que modelos baseados em grafos, o método destacou-se por sua
replicabilidade e viabilidade computacional.

Em um experimento posterior, Pontes e Maricato (2024a) compararam o
desempenho de trés algoritmos supervisionados — KNN, Arvore de Decis&o (Decision
Tree) e Floresta Randdbmica (Random Forest) — na detec¢do de contas
automatizadas. O conjunto de dados incluiu variaveis como numero de postagens,
seguidores, seguidos, ano de criagdo da conta, média de postagens diarias e tempo
total de atividade. Os resultados externaram que o Random Forest obteve o melhor

desempenho na classificagdo por categoria de perfil (acuracia de 71,77%), seguido
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pela Arvore de Decisdo, que se destacou na classificagdo por tipo de perfil (acuracia
de 64,78%). O algoritmo KNN apresentou desempenho inferior em ambas as tarefas.

Embora os resultados tenham sido satisfatérios, os modelos avaliados
apresentaram limitacbes em termos de robustez classificatoria, o que elucida a
complexidade envolvida na distingdo entre perfis automatizados e humanos com base
apenas em variaveis descritivas. As analises acusaram que as variaveis mais
relevantes para a predicdo foram o numero de contas seguidas, numero de
seguidores, ano de criagao da conta e volume total de postagens — sendo esta ultima
menos relevante que o fator temporal representado pelo ano de criagao.

Tais achados ressaltam a necessidade de abordagens mais abrangentes, que
integrem variaveis temporais e histéricas, além de aspectos relacionados ao conteudo
e a analise de sentimentos. Ainda assim, o modelo Random Forest, treinado com
variaveis como ano de criagdo, numero de postagens, contas seguidas e seguidores,
apresentou desempenho razoavel, destacando-se como o mais promissor entre os
avaliados, embora com margem para aprimoramentos, especialmente no que se
refere a reducao da taxa de erro e ao aumento da precisao preditiva.

Adicionalmente, a ampla adocdo do Random Forest em ferramentas comerciais
de deteccdo de bots, como o Botometer e o Bot Sentinel, evidencia sua popularidade
e eficacia. A preferéncia por esse algoritmo deve-se, em grande parte, a sua alta
acuracia, eficiéncia computacional e robustez frente a conjuntos de dados
heterogéneos — caracteristicas fundamentais em ambientes dindmicos e suscetiveis

a manipulag¢des automatizadas, como as redes sociais.

2.3.2 Aplicagoes recentes de Inteligéncia Artificial (IA) e aprendizado profundo

na pesquisa cientifica

Nos ultimos anos, a detecgao de bots evoluiu significativamente com o uso de
aprendizado profundo. Hayawi et al. (2023), na revisao sistematica “Social media bot
detection with deep learning methods”, comparam técnicas tradicionais de
aprendizado de maquina (ML) (Machine Learning) com abordagens de aprendizado
profundo (DL) (Deep Learning) para detecgdo de bots em ambito geral das redes
sociais. Os autores concluiram que técnicas de DL, como redes neurais

convolucionais (CNN) (Convolutional Neural Network ) e redes neurais recorrentes
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(RNN) (Recurrent Neural Network), sao mais eficazes e eficientes na detecgéo de bots
em redes sociais, superando modelos classicos de ML em termos de preciséo e

escalabilidade.

Bhattacharyya e Kulkarni (2024), no estudo “Machine Learning-Based
Detection and Categorization of Malicious Accounts on Social Media”, propuseram um
modelo de aprendizado de maquina para classificar contas no X em diferentes
categorias, como contas genuinas, spambots sociais, spambots tradicionais e
seguidores falsos, baseados no modelo DistiiBERT, obtendo aproximadamente 91%
de acuracia na classificagdo de contas automatizadas. Isso sugere que, com
abordagens mais sofisticadas, € possivel detectar diferentes tipos de automacao que
afetam a validade dos indicadores altmétricos. Da mesma forma, Ye e Na (2024)
propuseram o uso de redes neurais baseadas em grafos (GNN) (Graph Neural
Networks) integradas ao Bidirectional Encoder Representations from Transformers
(BERT), demonstrando alto desempenho na distingao entre contas humanas e bots.

Em Ye e Na (2024), os autores propuseram um sistema de classificacdo de
usuarios que mencionam publicagdes cientificas, utilizando redes neurais profundas
(GNNs) e modelos de classificagdo de texto BERT. A analise revelou que 71% das
mengodes vieram de usuarios do publico geral, enquanto apenas 12,48% dos posts
eram de académicos. Isso reforca que o X atrai um publico diversificado, além da
academia, sugerindo que os indicadores altmétricos devem ser interpretadas com
cautela, pois podem nao refletir exclusivamente o impacto entre pesquisadores,
demonstrando que compreender quem esta envolvido na comunicagao académica no
X é essencial para validar o score altmétrico dos artigos.

Riazi e Wang (2024) propuseram uma abordagem de inferéncia causal
deterministica para classificar padrées de difusao de informacdo em redes sociais
como broadcast (centralizado) ou viral (distribuido). Embora nao aplicada
especificamente ao contexto da divulgagéo cientifica, sua analise avulta diferengas
estruturais na atuagdo de bots e humanos: enquanto usuarios humanos tendem a
ocupar posi¢cdes centrais na propagagdo de conteudos, bots atuam
predominantemente na etapa de amplificagdo, com menor influéncia individual. Essa
distingao reforca a compreenséo da desinformacé&o como fenédmeno estruturado, n&o
apenas pela presencga de bots, mas também pela forma como eles interagem com os

demais agentes na rede.
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Martin-Gutiérrez et al. (2021) reforgam esse ponto ao demonstrar como o uso
de aprendizado profundo aprimora a identificacdo de interacbes automatizadas,
enquanto Bhosale e Di Troia (2022) propdem o uso da Lei de Benford em conjunto,
com métodos de aprendizado de maquina para identificar perfis automatizados,
sugerindo novas abordagens para caracterizagdo de comportamento anémalo.

Dentre os estudos aplicados a contextos cientificos, destaca-se o trabalho de
Aljohani, Fayoumi e Hassan (2020), que investigaram a detec¢dao de bots na
plataforma X, por meio de diferentes abordagens, com énfase na utilizagéo de redes
convolucionais de grafos (GCNs). Os autores identificaram trés classes principais
de técnicas recorrentes na literatura: métodos baseados na analise de informacdes
de redes sociais, métodos baseados em inteligéncia artificial e métodos de
aprendizado de maquina voltados a distingao entre contas humanas e automatizadas.

No estudo, essas abordagens foram aplicadas de forma combinada a analise
de dados altmétricos, revelando que os bots estavam associados a 87% das
postagens relacionadas a altmetria, em uma interferéncia significativa nesse tipo
de métrica. A aplicagdo do modelo baseado em GCNs resultou em acuracia de 71%
e F1-score de 0,67, valor que representa a média harménica entre precisio e recall,
sendo mais sensivel a desempenhos baixos do que uma média aritmética simples.

Os autores ressaltam, entretanto, a auséncia de conjuntos de dados rotulados
manualmente, o que limitou o aprimoramento do modelo exclusivamente baseado em
inteligéncia artificial. Assim, observa-se que a deteccdo de bots em contextos
cientificos representa um desafio metodolégico complexo, o que reforca a
necessidade de uma literatura especifica dedicada a essa tematica, a ser explorada

no toépico seguinte.

2.3.3 Literatura sobre detec¢ao de bots em contextos cientificos

O uso de redes sociais, como o X, na disseminacao cientifica, tem recebido
crescente atencdo nos ultimos anos, especialmente no ambito da altmetria. A
ascensao dos indicadores altmétricos como alternativa ou complemento as métricas
tradicionais de impacto cientifico tem intensificado o debate sobre a confiabilidade dos
dados provenientes de plataformas digitais. Nesse contexto, destaca-se uma
preocupagao emergente: o papel desempenhado por contas automatizadas (bots) e

seu impacto na confiabilidade dos indicadores altmétricos. A presenca de bots, ao



49

promover artificialmente a disseminagao de publicacbes académicas, representa um
dos obstaculos a credibilidade desses indicadores.

Nesse contexto, estudos recentes tém investido no desenvolvimento de
métodos automatizados de detecgao, com destaque para a aplicagao de técnicas de
aprendizado de maquina, como uma via promissora para mitigar os vieses
introduzidos por tais agentes. Esta segdo apresenta uma sintese dos principais
estudos dedicados a deteccdo de bots em contextos cientificos, com base nas
questdes de pesquisa delineadas no protocolo de revisdo de literatura (Apéndice A).

Para uso mais eficaz dos indicadores altmétricos, é essencial desenvolver
métodos robustos de deteccido de bots e considerar a complexidade das interagdes
entre diferentes tipos de usuarios nas redes sociais. Haustein et al. (2016)
demonstram que bots sdo responsaveis por um numero expressivo de mencgdes a
artigos cientificos. No entanto, essas interagbes diferem das realizadas por usuarios
humanos, pois geralmente n&o envolvem engajamento genuino com o conteudo. Os
autores sugerem, portanto, que se faga a distingdo entre mencbes meramente
“bibliograficas” e aquelas que refletem uma apropriacdo mais significativa da
informacé&o. Essa preocupacédo motivou uma série de estudos voltados a detecgdo de
bots, a identificacdo de seus comportamentos caracteristicos e a compreensao dos
efeitos desses agentes nos indicadores altmétricos.

A literatura aponta que bots se diferenciam dos usuarios humanos por
apresentarem padrées de postagem intensivos e repetitivos, além de interagdes
geralmente descontextualizadas. Estudos como o de Ye e Na (2024) apontam que,
durante a pandemia de COVID-19, bots desempenharam papel relevante na
disseminagdo de conteudos cientificos, registrando frequéncia de postagem
significativamente superior a dos usuarios humanos. Enquanto estes enriquecem os
posts com comentarios ou discussdes, bots reproduzem conteudos de forma
automatizada e padronizada.

Nos estudos de Ye e Na (2024), “Who is mentioning COVID-19 articles on
twitter? Classifying twitter users in the context of scholarly communication”, os autores
analisaram como as contas automatizadas promoviam publicagcbes cientificas
relacionadas a COVID-19, revelando que uma parcela significativa dos posts sobre o
tema origina-se dos bots. Eles descobriram que bots contribuiam com 2,9% dos posts,

atuando como amplificadores de informacao e comportando-se de forma diferente de
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outros bots nao cientificos. Esses resultados ressaltam a necessidade de diferenciar
entre tipos de automacao e suas motivagdes ao avaliar o impacto académico on-line.

A principal critica a presengca de bots refere-se ao comprometimento da
validade dos indicadores altmétricos. Conforme argumentam Haustein et al. (2016),
o alto volume de postagens automatizados pode inflar artificialmente a visibilidade de
artigos cientificos, sem refletir um impacto académico ou social auténtico. Essa
distorcdo compromete a confianca em meétricas que deveriam representar formas
legitimas de engajamento com a producéo cientifica.

Para enfrentar esse desafio, diversos pesquisadores tém recorrido a
ferramentas de visualizagdo e analise de redes, como Gephi e NodeXL, além de
modelos de aprendizado profundo, especialmente baseados em BERT e GNN.

Entretanto, um dos principais obstaculos identificados pela literatura reside na
rapida evolugdo dos algoritmos utilizados pelos proprios bots, que dificulta a sua
identificacdo. Ye e Na (2024) destacam que ha variedade de tipos de bots, com
diferentes finalidades e padroes comportamentais, tornando o processo de
identificacdo ainda mais complexo.

Dentre as estratégias propostas para mitigar os efeitos da atuagao dos bots,
destacam-se o desenvolvimento de sistemas robustos de deteccéo, a implementacao
de verificagdes de identidade e o uso de indicadores complementares. Nishikawa-
Pache (2023), por exemplo, propde o uso de métricas de serendipidade altmétrica
como alternativa para filtrar interagbes genuinas. A conscientizacdo da comunidade
cientifica também é fundamental para lidar com esse desafio.

Importante salientar que nem todos os bots afetam os indicadores altmétricos
da mesma maneira. Enquanto bots de spam produzem conteudos irrelevantes em
grande escala, bots promocionais podem amplificar conteudos cientificos legitimos,
ainda que distorgcam a percepgéo do engajamento real (Ordufia-Malea; Font-Julian,
2022b). Ja os bots académicos, como os estudados por Ye e Na (2024), podem
desempenhar um papel funcional na disseminagao de conhecimento, desde que suas
agdes sejam interpretadas com cautela.

As tendéncias futuras apontam para o aprimoramento continuo das técnicas de
aprendizado de maquina, com destaque para o uso de processamento de linguagem
natural na diferenciagdo entre contas humanas e automatizadas (Bhattacharyya;
Kulkarni, 2024). Além disso, cresce a importdncia da colaboragdo entre
pesquisadores, plataformas de midia social e instituicbes académicas, no sentido de
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estabelecer diretrizes éticas e técnicas para o monitoramento da comunicagcao
cientifica mediada por bots.

O estudo de Arroyo-Machado, Herrera-Viedma e Torres-Salinas (2023)
introduz uma perspectiva distinta ao aplicar a ferramenta BotometerLite API, baseada
em aprendizado de maquina, para identificar bots na disseminagcdo de artigos em
Ciéncias Sociais. Os resultados expressaram uma presencga relativamente baixa de
bots (3,61% dos usuarios), porém com variagdes significativas entre disciplinas. Esse
achado sugere que o impacto de bots pode ser sensivel ao campo cientifico analisado,
reforgando a necessidade de abordagens metodologicas especificas por dominio.

Complementando essas abordagens, Haustein (2019) e Haustein et al. (2016)
apontam limitacdes nas ferramentas estatisticas existentes, como o BOTORNOT, ao
lidarem com bots académicos, que se comportam de forma diferente de bots sociais
comuns. Os autores sugerem a adogdo de métricas baseadas em engajamento e
diferenciam entre humanos, ciborgues e bots como categorias relevantes para o
refinamento dos modelos de detecgdo. Essa critica evidencia que a eficacia dos
modelos depende da acuracia na captura dos padrbes especificos de comportamento
dos bots voltados a comunicacao cientifica.

Em sintese, a comparacéo entre os estudos revela uma diversidade de métodos
aplicados a deteccdo de bots em contextos altmétricos. De tal modo que desde
modelos baseados em GCNs, passando por algoritmos supervisionados simples
(KNN), até o uso de APIs especializadas e métodos manuais, notabiliza-se que nao
ha uma abordagem unica ideal. A escolha do método depende das caracteristicas do
corpus analisado, dos recursos computacionais disponiveis e da necessidade de
interpretabilidade do modelo. Estudos futuros devem avancar na integragcdo entre
diferentes abordagens, buscando solugbes mais robustas e sensiveis as
especificidades do ecossistema altmétrico.

Com base nos artigos selecionados na revisdo sistematica de literatura
apresentada no Apéndice A, foram identificadas lacunas importantes na literatura que
limitam o avango do conhecimento sobre a influéncia de bots nos indicadores
altmétricos. A seguir, sdo discutidos aspectos ainda pouco explorados ou que
carecem de aprofundamento teorico e metodolégico, complementados por referéncias
adicionais que enriqguecem a analise:

a. Falta de consenso sobre medidas de impacto: embora diversos estudos

reconhegcam que bots influenciam a contagem de posts e os indicadores altmétricos,
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ainda nado ha consenso sobre como interpretar esses dados. Destaca-se a
necessidade de desenvolver métricas mais robustas e confiaveis para avaliar o
impacto real das publicagbes cientificas (Konkiel, 2016; Saqgr; Lépez-Pernas; Apiola,
2023). Alem disso, é fundamental explorar como métodos de machine learning e
ferramentas analiticas podem ser aplicados para validar a autenticidade das
interacdes (Bhattacharyya; Kulkarni, 2024).

b. Necessidade de taxonomias mais abrangentes: apesar de algumas
tentativas de classificar usuarios (como na pesquisa de Ye e Na (2024), ainda n&o ha
uma taxonomia universalmente aceita que capture a diversidade de comportamentos
e tipos de contas (humanos vs. bots) nas redes sociais. A exploracdo de categorias
mais detalhadas, como a apresentada por Bhattacharyya e Kulkarni (2024), que
distingue entre spambots sociais, spambots tradicionais e seguidores falsos, poderia
enriquecer a analise de redes sociais e proporcionar uma classificagdo mais precisa.

c. Sub-representacao de determinantes sociais e comportamentais: A
maioria dos estudos se concentra em analises quantitativas, como numero de
postagens e mencgdes. S&o raras as investigagdes que abordam aspectos sociais,
culturais e comportamentais que motivam os usuarios a interagirem com conteudos
cientificos. Xu et al. (2018), por exemplo, destacam a importancia da comunicagéao
cientifica em formatos alternativos, como videos, apontando para a necessidade de
abordagens mais interpretativas.

d. Desenvolvimento de métodos de detecgcdo de bots: embora haja
avancgos na detecgao de bots usando aprendizado profundo, como discutido no artigo
de Bhattacharyya e Kulkarni (2024), ainda ha uma lacuna na aplicagdo pratica dessas
técnicas em ambientes de pesquisa e sua integracdo em plataformas de midia social.
Pesquisas futuras podem explorar a eficacia de métodos de detecgcao em tempo real
e suas implicagdes para a integridade dos dados (Qi; AlKulaib; Broniatowski, 2018a;
Bhosale; Di Troia, 2022).

e. Impacto de bots na disseminagao de diferentes tipos de conteudo: ha
uma escassez de estudos que diferenciam o impacto de bots na disseminacido de
diferentes tipos de conteudo cientifico (artigos, videos, patentes etc.). Enquanto
alguns artigos se concentram em artigos académicos, outros discutem videos
cientificos (Xu et al., 2018). No contexto geral, Riazi e Wang (2024) apontam a
necessidade de explorar como esses diferentes formatos sdo afetados em termos de

engajamento e alcance.
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f. Conexdes entre midia social e avaliagdao académica: muitos estudos
abordam a relagao entre indicadores altmétricos e métricas tradicionais, mas ha uma
necessidade crescente de examinar como essas métricas influenciam as decisdes de
avaliagao académica, como promocdes e concessodes de financiamento. Um exame
mais profundo dessa intersecdo pode fundamentar politicas de avaliacdo e praticas
académicas (Haustein, 2019; Saqr; Lépez-Pernas; Apiola, 2023).

g. Intersecdao de ética e IA nas midias sociais: O uso antiético de
inteligéncia artificial para manipulagdo de métricas altmétricas € uma preocupagao
crescente. Mais estudos sdo necessarios para investigar como praticas éticas podem
ser integradas ao uso de bots e |IA em contextos cientificos (Ng; Verhoeff; Steen,
2023).

h. Evolugao das plataformas e suas dinamicas: Com mudancgas continuas
nas redes sociais, como o rebranding para “X” e alteragdes nas politicas de acesso a
dados, torna-se essencial estudar como essas transformacgdes afetam a comunicagao
cientifica e a atuag&o de bots (Alani, 2021; Bhattacharyya; Kulkarni, 2024,Riazi; Wang,
2024).

As lacunas identificadas evidenciam que, apesar dos avangos nas
investigacdes sobre a comunicagdo cientifica em midias sociais, 0 campo ainda
precisa de aprofundamento em diversos aspectos. A elaboragdo de metodologias
mais rigorosas, a classificagcdo minuciosa dos perfis de usuarios e a incorporagao de
dimensodes sociais e éticas constituem etapas fundamentais para uma compreensao
mais abrangente dos efeitos dos bots e dos indicadores altmétricos na disseminagao

da producéo cientifica.

2.3.4 Estudos experimentais da literatura sobre classificagao de bots utilizando
o XGBoost

Diversos trabalhos tém explorado a aplicagdo do XGBoost, tanto de forma
isolada quanto em conjunto com outras técnicas e estratégias para melhorar a
acuracia da deteccdo de contas automatizadas, particularmente em contextos
altmétricos e redes sociais. Observa-se um crescente interesse no uso do algoritmo
XGBoost para a detecg¢ao de bots na plataforma X, dada a sua robustez em lidar com
dados estruturados, sua capacidade de generalizagao e alto desempenho em tarefas

de classificagcdo supervisionada.
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O estudo de Mohanty et al. (2022) destaca o uso de métodos de aprendizado
de maquina do tipo ensemble, como Adaboost, Gradient Boosting e XGBoost, na
construgdo de um framework de detecgdo de bots. Com base em um conjunto de
dados contendo cerca de 2.700 usuarios, 0 XGBoost alcangou uma acuracia de 89%,
demonstrando desempenho comparavel ao Gradient Boosting, que obteve 89,5%. A
proposta refor¢a a viabilidade do XGBoost como componente central de modelos que
visam identificar contas automatizadas com precisao elevada.

Owais, Shoaib e Waseem (2023), por sua vez, propdem uma abordagem
hibrida, baseada na integracdo de multiplas categorias de atributos — perfil,
comportamento, conteudo, rede e tempo — aplicadas ao conjunto de dados Twibot-
22. O modelo baseado em XGBoost superou os classificadores de referéncia,
atingindo métricas expressivas: acuracia de 0,898, F1-score de 0,875, precisao de
0,876 e recall de 0,899. Esses resultados reforcam o potencial do XGBoost em
contextos de classificagdo complexos e multivariados, especialmente quando
suportado por engenharia de atributos criteriosa.

No trabalho de Lingam et al. (2022), o foco recai sobre o desafio do
desbalanceamento de dados, comum em tarefas de deteccao de bots. Para enfrenta-
lo, os autores propdem o GG-XGBoost, um modelo que integra XGBoost com redes
adversariais generativas e unidades recorrentes (GRU-GAN), possibilitando a
geracao de dados sintéticos balanceados. O modelo obteve acuracia de 92,84%,
superando modelos baseados apenas em deep learning (CNN, LSTM, Bi-LSTM), o
que evidencia a eficacia da combinagédo entre técnicas generativas e aprendizado
baseado em arvores.

Por fim, o estudo de Duddu e Bhavani (2023) propde o modelo ACTHU_XGB,
que utiliza o XGBoost como classificador, aplicado a dados codificados por meio da
abordagem ACTHU (Hashtags, URLs, meng¢des, conteudo textual e tempo)
combinada a uma variavel de sentimento. A pesquisa emprega os datasets Twibot-20
e Cresci-17, propde ainda a fusao de diferentes estratégias de codificagao, incluindo
abordagens baseadas em DNA e perfil de usuario. O uso do XGBoost neste modelo
€ apontado como central para atingir melhores desempenhos na classificagao entre
contas genuinas e automatizadas.

Em sintese, os estudos apontam que o XGBoost se consolidou como uma
técnica de destaque na deteccao de bots em redes sociais, seja por sua performance

competitiva, sua flexibilidade na integracdo com outras técnicas (como GANs e
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codificagbes especificas), ou por sua capacidade de lidar com dados complexos e
desbalanceados.

2.3.5 Detecgao de bots com o Botometer

O Botometer constitui um caso emblematico para refletir sobre as metodologias
disponiveis para a detecgédo de bots em midias sociais, especialmente no X. Embora
a presente pesquisa nao se proponha a utilizar diretamente essa ferramenta, sua
ampla adocao na literatura cientifica e a sofisticacdo de seus métodos tornam-na uma
referéncia importante para compreender as possibilidades e as limitagdes das
abordagens automatizadas de identificagdo de contas ndo humanas. Assim, o exame
de suas caracteristicas técnicas, as aplicacbes empiricas e os impactos em diferentes
campos do conhecimento contribuem para o mapeamento critico das opgodes
metodoldgicas atualmente disponiveis para o estudo da automag&o em ambientes
digitais.

O Botometer € uma ferramenta desenvolvida pela Universidade de Indiana para
detectar bots no X, com base em algoritmos de aprendizado de maquina. Treinado a
partir de dados rotulados, ele calcula uma pontuacdo que expressa a probabilidade
de uma conta ser automatizada. A ferramenta analisa mais de mil caracteristicas,
distribuidas em seis categorias, como perfil, rede, conteudo e sentimento. Sua
validacao cientifica e aplicagdo em diversos contextos garantem destaque frente a
outras ferramentas semelhantes.

A coleta de dados pelo Botometer é feita via APl do X, acessando os 200 posts
mais recentes da conta e informacdes da rede associada. Por sua natureza dindmica,
os resultados podem mudar com o tempo, especialmente em contas muito ativas ou
suspensas. Por isso, é recomendavel que a andlise de bots ocorra logo apos a coleta
dos dados. A precisao do Botometer € alta, com AUC de 0,99 na versao mais recente,
sobressaindo sua eficacia na distingdo entre contas humanas e bots.

O Botometer tem sido amplamente usado em pesquisas. Um exemplo é o
estudo de Keller e Klinger (2019), que investigaram o aumento de bots durante
campanhas eleitorais na Alemanha. Eles observaram que a presenca de bots subiu
de 7,1% para 9,9%, com atuagdo pouco relacionada a debates politicos nacionais.

Outro estudo, de Broniatowski et al. (2018), analisou a atuagao de bots em conteudos
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sobre vacinas, revelando como bots e ftrolls contribuem para a desinformacdo em
saude publica.

No campo da saude, Allem; Escobedo; Dharmapuri (2020) utilizaram o
Botometer para distinguir bots em discussdes sobre cannabis, usando classificadores
de texto para identificar os principais temas tratados nas postagens. Ja na area
financeira, Fan; Talavera; Tran (2020) mostraram que a atividade de bots no X
influencia diretamente a volatilidade e o volume de negociagao de agbes. Em outro
estudo, Gorodnichenko; Pham; Talavera (2021) combinaram critérios
comportamentais e o Botometer para detectar bots, confirmando a consisténcia entre
abordagens.

Pesquisas sobre desinformagao também destacaram o uso do Botometer.
Grinberg et al. (2019) revelaram que uma pequena parcela de usuarios concentra a
maior parte da exposicdo e do compartilhamento de noticias falsas. J& o Pew
Research Center constatou que 66% dos links para sites populares eram postados
por bots, sendo que um numero reduzido de contas automatizadas era responsavel
por uma parcela significativa dessa atividade, sem evidéncia clara de viés politico
(Wojcik; Weisel; Smith, 2018).

No contexto altmétrico, Arroyo-machado; Herrera-viedma; Torres-salinas
(2023) utilizaram o Botometer para avaliar a presenga de bots em mencgdes a artigos
cientificos no X. A presenga média foi de 3,61% dos usuarios e 3,85% dos posts, com
maior impacto em areas como Criminologia e Matematica. Apesar disso, nas Ciéncias
Sociais e Humanas, o impacto altmétrico dos bots foi considerado minimo, reforcando
que a influéncia varia significativamente entre disciplinas.

A trajetoria da pesquisa sobre bots no X mostra um avango metodoldgico e
analitico relevante. Desde as primeiras abordagens descritivas até os modelos
baseados em aprendizado de maquina, os estudos tém se ajustado as mudancgas
tecnoldgicas e ao comportamento on-line. O Botometer aparece como uma ferramenta
central nesse processo, contribuindo para o entendimento do papel dos bots na
comunicacao cientifica, politica e social, além de evidenciar a importancia de analises

criticas e éticas sobre o impacto da automacao.
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2.4 MODELAGEM SUPERVISIONADA E ENGENHARIA DE FEATURES NA
DETECGAO DE BOTS NO X

A eficacia na detecgdo de bots depende tanto da escolha adequada dos
algoritmos supervisionados quanto da definigdo criteriosa das caracteristicas
utilizadas no treinamento. As features correspondem a atributos extraidos das contas
e de suas interagdes na plataforma, permitindo a identificagcao de padrdes tipicos de
comportamento automatizado. As subsecgbes seguintes apresentam os principais
algoritmos empregados nesse processo, bem como as variaveis utilizadas,
ressaltando sua importancia para a construgcdo de classificadores mais precisos e

interpretaveis.

2.4.1 Principais algoritmos supervisionados: KNN, Arvore de Decisdo, Random
Forest e XGBoost

No ambito da detecgdo de bots em redes sociais, diferentes algoritmos de
aprendizado supervisionado tém sido aplicados com o objetivo de identificar padrdes
que distinguem contas humanas de contas automatizadas. Cada técnica apresenta
especificidades em termos de funcionamento, capacidade de generalizagdo e
complexidade computacional, aspectos que influenciam diretamente sua eficacia na
classificagdo. As subsecdes a seguir descrevem, de forma individualizada, os
principais algoritmos empregados nesse contexto, iniciando pelo K-Nearest Neighbors
(KNN).

2.4.1.1 K-Nearest Neighbors (KNN)

O algoritmo KNN é uma técnica de aprendizado de maquina que pode ser
aplicada a problemas de classificacdo e regressdo. Sua abordagem baseia-se na
determinacéao da classe de um ponto de dados com base na maioria das classes dos
k pontos mais proximos a ele, onde k &€ um parametro definido pelo usuario.
Diferentemente de alguns outros algoritmos, o KNN ndo exige um treinamento
explicito, uma vez que o modelo é simplesmente memorizado durante a fase de
treinamento. Vale ressaltar que o KNN ¢é sensivel a escala dos recursos,
frequentemente demandando normalizagdo dos dados (Brink, 2016).
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O Algoritmo KNN considera os objetos do conjunto de treinamento mais
proximos do ponto de teste, em que K é um parametro do algoritmo. Quando o valor
de K é maior que 1, para cada ponto de teste, sdo obtidos K vizinhos. Cada vizinho &
associado a uma classe, sendo possivel que diferentes vizinhos sejam agregados de
modo a classificar o ponto de teste (Aguilera et al., 2023). Posteriormente, as classes
tomam valores em um conjunto discreto e cada vizinho é associado a uma classe. O
objeto de teste é classificado na classe mais votada. Dizendo de maneira mais
simplista, o algoritmo KNN classifica um novo dado (y) a partir da comparagdo com o
conjunto de dados previamente rotulado (x), atribuindo a y a classe predominante

entre seus vizinhos mais proximos.

2.4.1.2 Arvore de decisdo

O algoritmo de arvore de decis&o € uma técnica de aprendizado de maquina
que modela decisdes complexas por meio de uma estrutura hierarquica semelhante a
uma arvore. Essa arvore é construida durante a fase de treinamento, quando o modelo
busca identificar as caracteristicas mais relevantes e as decisdes que levam a uma
classificagao ou previsdo desejada (Aguilera et al., 2023).

Durante a construgdo da arvore de decisdo, o algoritmo avalia diversas
caracteristicas do conjunto de dados para determinar qual delas oferece a melhor
divisdo dos dados em subconjuntos mais homogéneos. O critério utilizado para essa
avaliagao pode variar, sendo comumente o ganho de informagao ou o indice de Gini.
O processo é repetido recursivamente até que seja atingido um critério de parada,
como um numero maximo de ndés ou a homogeneidade dos subconjuntos (Brink,
2016).

A arvore resultante € uma representacgao grafica e légica das decisdes tomadas
pelo modelo, onde cada né interno representa uma decisdo com base em uma
caracteristica, cada ramo representa o resultado dessa decisdao, e as folhas
representam classes ou valores previstos. Isso confere a arvore de decisdo uma
interpretabilidade unica, permitindo que especialistas e usuarios compreendam
facilmente o raciocinio subjacente as predi¢des (Brink, 2016).

Durante a fase de inferéncia, o modelo utiliza a estrutura da arvore para guiar
novas instancias de dados através das decisdes, levando a classificagao ou previsao

desejada. Aléem da interpretabilidade, a arvore de decisdo € apreciada pela sua
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capacidade de lidar com dados categodricos e numéricos, sendo um algoritmo versatil,
aplicavel a uma variedade de problemas, incluindo classificagao e regressao (Brink,
2016).

Apesar das suas vantagens, arvores de decisdo podem ser suscetiveis a
overfitting®, especialmente em conjuntos de dados complexos. Estratégias como a
poda da arvore e o uso de ensemble methods, como as Florestas Randémicas, podem
ser empregadas para mitigar esses desafios e melhorar o desempenho geral do
modelo.

As arvores de decisdo sao versateis, sendo aplicaveis tanto a tarefas de
classificagdo quanto de regressédo. Esses modelos operam através da divisdo do
conjunto de dados com base em decisdes "sim" ou "ndo" relacionadas a diferentes
caracteristicas, formando assim uma estrutura de arvore que orienta as decisées. O
treinamento envolve a escolha das melhores caracteristicas para dividir os dados em
cada no da arvore, com base em critérios como ganho de informagao ou indice de
Gini. Uma caracteristica notavel das arvores de decisédo é a interpretabilidade, pois

refletem uma sequéncia logica de decisbes compreensiveis.

2.4.1.3 Random Forest

O algoritmo de Floresta Randémica é uma técnica de aprendizado de maquina
baseada em ensemble, projetada para melhorar o desempenho e a generalizagao de
modelos de arvores de decisdo individuais. Essa abordagem é particularmente eficaz
para mitigar o overfitting e aumentar a robustez do modelo (Brink, 2016).

A Floresta Randbmica opera construindo varias arvores de decisédo
independentes durante a fase de treinamento. Cada arvore é treinada em uma
amostra aleatdria do conjunto de dados, com substituicdo (bootstrap sampling), e as
decisdes em cada n6 da arvore s&o tomadas com base em um subconjunto aleatério
de caracteristicas. Essa aleatoriedade na selecdo de dados e caracteristicas contribui
para a diversidade entre as arvores individuais, tornando a Floresta Randémica mais
resistente a padrdes especificos do conjunto de treinamento.

Segundo Brink (2016), Durante a fase de inferéncia, as previsées de cada

arvore sdao combinadas para formar uma previsao final. Para problemas de

5 O termo refere-se ao ajuste excessivo. E um comportamento indesejavel de aprendizado de maquina.
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classificagao, isso pode envolver uma votagdo majoritaria, enquanto para problemas
de regressao, a media das previsdes individuais € frequentemente utilizada.

A principal vantagem da Floresta Randémica reside na reducéo da variancia e
na capacidade de lidar com sobreajuste, tornando-se uma escolha popular para uma
variedade de tarefas de aprendizado de maquina. Além disso, a interpretabilidade do
modelo € preservada, pois as decisdes individuais de cada arvore ainda podem ser
analisadas (Brink, 2016).

E importante notar que a Floresta Randémica pode ser ajustada através da
parametrizagdo, como o numero de arvores na floresta, a profundidade maxima de
cada arvore, e o numero de caracteristicas consideradas em cada divisdo. Esse ajuste
fino permite que o especialista em inteligéncia artificial adapte o modelo as
caracteristicas especificas do problema em questdo, maximizando o desempenho e a
eficacia da Floresta Randémica em diferentes cenarios.

Em resumo, a floresta randémica (ou aleatoria) € uma técnica de ensemble que
utiliza multiplas arvores de decisdo para melhorar o desempenho e a generalizagao
do modelo. Durante o treinamento, sdo criadas varias arvores de deciséo
independentes, e as previsbes de cada arvore sdo combinadas para gerar uma
previsdo mais robusta. Cada arvore € treinada em uma amostra aleatoria dos dados
e/ou com caracteristicas aleatérias, o que ajuda a reduzir a chance de oveffitting. A
floresta randémica proporciona variedade e redug¢ao de varidncia em comparagao com
uma unica arvore de decisdo, resultando em um modelo mais estavel e menos
propenso a overfitting. A escolha entre esses algoritmos depende das caracteristicas
especificas do problema em questéo, do tipo de dados e dos requisitos desejados

para o modelo.

2.4.1.4 Extreme Gradient Boosting (XGBoost)

O XGBoost € um dos algoritmos mais populares e poderosos para problemas
de aprendizado supervisionado, especialmente para classificagdo e regressao. Ele é
baseado em arvores de decisdo, mas implementa técnicas avangadas para aumentar
a eficiéncia, a precisdo e a velocidade do treinamento. Abaixo esta uma explicagao
detalhada do XGBoost:

XGBoost € um ensemble model que utiliza a técnica de boosting (Chen;

Guestrin, 2016). O boosting consiste em combinar multiplos modelos fracos (no caso
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do XGBoost, arvores de decis&o) para criar um modelo forte. Isso € feito treinando
uma arvore por vez, de modo que cada nova arvore corrige os erros das anteriores.
Esse modelo foi projetado para ser:
e Eficiente: rapido em grandes datasets.
e Escalavel: suporta paralelismo e funciona bem em sistemas
distribuidos.
e Flexivel: permite ajuste fino de hiperparametros.

O XGBoost usa o método de Gradient Boosting, cujo modelo é inicializado com
um valor preditivo basico, treina sequencialmente arvores de deciséo, ajustando-se
para minimizar o erro residual.

Uma vez apresentadas as abordagens de aprendizagem de maquina que sao
referenciadas em trabalhos académicos para detecgdo de bots no contexto geral,
torna-se pertinente ampliar a analise para além da identificacdo técnica, incorporando
uma perspectiva mais integrada com o contexto altmétrico. A se¢cdo seguinte propde
essa reflexdo, ao explorar a intersecao entre altmetria, bots e a classificagao de contas
na plataforma X, examinando como a presenca de perfis automatizados pode impactar
a mensuracgao da atengédo cientifica nas redes sociais e quais estratégias vém sendo

desenvolvidas para lidar com esse fendmeno no campo da comunicagéao cientifica.

2.4.2 Caracteristicas/features utilizadas para treinamento de modelos de IA

A busca por entender quais sdo as caracteristicas dos bots no X nao é recente
e tem se mostrado cada vez mais relevante na identificagdo destes agentes. Algumas
pesquisas como a de Gilani et al. (2017) ainda estdo interessadas em explorar o papel
destes mecanismos automatizados no ecossistema social mais amplo e
principalmente em como as suas caracteristicas comportamentais diferem das dos
humanos. Os autores levantam questdes sobre como os bots operam, interagem e
afetam a producgao de conteudo online, exploram quais s&o os comportamentos tipicos
dos humanos e dos bots.

Varol et al. (2017) mostram que a selecdo de amigos e seguidores esta
correlacionada com a probabilidade de contas bots. Também destacam como os bots
usam diferentes estratégias de repostagem e mengao ao interagir com humanos ou

outros bots. Os autores concluem caracterizando subclasses de comportamentos de
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contas. Os clusters identificados por esta analise apontam, principalmente, para trés
tipos de bots:

- Self Promoters: Contas legitimas focadas em autopromocgé&o, geralmente com
padrdes de comportamento homogéneos.

- Spammers: Contas altamente ativas com poucos seguidores, associadas a
disseminagao automatizada de conteudo.

- Contas de Aplicativos Conectados: Contas que compartilham
automaticamente conteudo de outras plataformas via aplicativos vinculados, muitas
vezes mantidas por usuarios inativos.

Esses resultados enfatizam que o X hospeda uma variedade de usuarios com
comportamentos diversos, o que € verdade para contas humanas e bots. Em alguns
casos, a fronteira que separa esses dois grupos ndo é nitida e uma conta pode
apresentar caracteristicas de ambos. Segundo os autores Varol et al. (2017), os seres
humanos tendem a interagir com mais contas semelhantes a humanos do que contas
semelhantes a bots, em média. Outro fato observado € que a reciprocidade dos lagos
de amizade é maior para os humanos.

O estudo realizado por Varol et al. (2017) apresenta uma estrutura de detecgao
de bots do X, que utiliza mais de mil caracteristicas para avaliar em que medida uma
conta do X apresenta semelhanca com as caracteristicas conhecidas dos bots sociais.
Nesta pesquisa, os dados coletados usando a APl do X sao sintetizados em 1.150
recursos® classificados em seis classes diferentes. De forma convergente, Morais e
Digiampietri (2021) afirmam que um aspecto fundamental no processo de criagéo de
mecanismos de deteccao de bots reside na definicdo das caracteristicas destes
agentes, podendo estas serem agrupadas em seis grupos distintos:

1. Baseadas no usuario: numero de amigos e seguidores, numero de posts
produzidos (por exemplo, numero de posts), descrigdo do perfil e
configuragdes;

2. Baseadas nos amigos: relagbes com outros usuarios da rede, incluindo o
envio de mengodes, respostas e compartihamento de mensagens, ser
mencionado ou ter suas mensagens compartilhadas/encaminhadas;

3. Baseadas na rede: diferentes tipos de interacdo na rede, considerando a
frequéncia de interacéo e co-ocorréncias de hashtags;

6 Desde julho de 2023 disponivel no acesso pago da APl do X
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4. Temporais: consideram a atividade do usuario durante diferentes intervalos

de tempo;

5. Baseadas no Conteudo: o tipo de linguagem utilizada, comprimento das

mensagens e a entropia do texto sendo publicado;

6. Baseadas em Sentimento: a atitude ou o humor de uma conversa ou

mensagem.

A analise da literatura especializada sobre o tema permite a ampliacdo das
classes e dos tipos de atributos empregados na deteccédo de bots. A seguir, sdo
apresentadas todas as categorias identificadas, acompanhadas das respectivas
referéncias bibliograficas que as mencionam:

a. Recursos baseados no usuario: os recursos derivados dos metadados do
usuario tém sido empregados na categorizagdo de usuarios (Mislove et al.,
2011; Ferrara, Emilio; et al., 2016). Esses atributos englobam a contagem de
amigos e seguidores, a quantidade de postagens geradas pelos usuarios, bem
como as informagdes de descricdo e configuragdes do perfil. Metadados do
perfil, como biografia, frequéncia de postagens, fotos de perfil e de capa e tipos
de interagdes sao examinados para identificar contas de bots, segundo
Didegah (2018) e Pontes e Maricato (2023b). Fang, Costas e Wouters (2022)
detalham caracteristicas como o numero de seguidores, o numero de listas em
que o usuario € mencionado, o numero de usuarios seguidos (amigos), o total
de curtidas concedidas desde a criacdo da conta e o numero de posts
realizados. Bhattacharya et al. (2014) também consideram a contagem de
favoritos, a contagem de seguidores e a idade da conta (idade do tweet) como
variaveis relevantes. Balestrucci et al. (2019) sugerem que detalhes da conta,
como "class-A features" e a analise comportamental baseada no "DNA
fingerprint" (Cresci et al., 2017) sdo importantes para identificar usuarios. Crotty
(2014) menciona a capacidade de networking de um autor, como o numero de
seguidores, como um fator que pode ser medido.

b. Recursos relacionados aos amigos: o X ativamente fomenta a
interconectividade, na qual os usuarios estabelecem relagdes de seguidor-
amigo (followee). A disseminagao de conteudo ocorre de forma interpessoal,
através de postagens e repostagens que podem ser direcionados a usuarios
especificos por meio de mengdes. Quatro tipos de conexdes sdo considerados:

repostagens (quando a conta reposta), mengdes, ser repostado (quando a
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conta é repostada) e ser mencionado. Para cada categoria, € possivel extrair
atributos abordando elementos como o uso da linguagem, horario local e niveis
de popularidade, entre outros. E importante notar que, devido as restricdes
impostas pela APl do X em 2023, as informagdes relativas a
seqguidores/followees nado sao disponibilizadas, o que dificulta a identificagdo
de contas bot.

Recursos de rede: Muito semelhante aos recursos relacionados aos amigos
citados anteriormente, a estrutura da rede contém informacgdes de importancia
fundamental para a caracterizagao de diversos modos de comunicacio. O foco
aqui consiste em explorar a estrutura e as interagdes do usuario dentro da rede
social. Com efeito, a utilizacdo de recursos de rede desempenha um papel
importante em tarefas como a detecgao de estratégias politicas (Ratkiewicz et
al., 2011). E possivel identificar trés tipos distintos de redes com base nos
quatro tipos de conexdes citados no item b.: repostagens, mencgdes e redes de
co-ocorréncia de hashtags. Nas redes de repostagens e mengdes, 0s usuarios
constituem os nds, apresentando conexdes direcionadas que refletem a
diregao da disseminacgao da informacéo, seja em dire¢ao ao usuario que efetua
a repostagem ou ao mencionado. Por sua vez, as redes de co-ocorréncia de
hashtags estabelecem conexdes nao direcionadas entre os nds de hashtag
sempre que duas hashtags coincidem em um post. Todas essas redes séo
ponderadas de acordo com a frequéncia de interagdes ou co-ocorréncias. Para
cada uma delas, sdo calculados conjuntos de atributos, abrangendo as
distribuicbes de grau ponderado interno e externo, densidade e coeficiente de
agrupamento. Importante ressaltar que tanto o grau superior quanto a forga
superior representam meétricas de popularidade (Ratkiewicz et al., 2011).
Costas, Rijcke e Marres (2021) abordam "acoplamentos heterogéneos" e a
aplicacao de perspectivas de rede para analisar as interagdes entre ciéncia e
sociedade por meio de métricas de midias sociais. Eles também incluem "redes
de dois modos" que podem envolver (re)postagens, postagens no Facebook e
comentarios on-line, todos ligados a objetos cientificos e a analise de hashtags
em redes sociais. Ferrara e Yang (2015) fazem referéncia a estrutura da
comunidade como um aspecto relevante para a analise. Didegah (2018)
considera os "tipos de interagdes (respostas ou comentarios)" que um usuario

teve em seus posts originais ou repostagens como um componente da analise
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de rede. Além disso, Fang, Costas e Wouters (2022) incluem "menc¢des a
usuarios" como uma feature de tweet, refletindo a dindmica de interagcéo na
rede.

. Caracteristicas temporais: Pesquisas anteriores sugeriram que o padrao
temporal da produc¢do e do consumo de conteudo tem o potencial de fornecer
informagdes cruciais sobre campanhas on-line e seu desenvolvimento (Ghosh;
Surachawala; Lerman, 2011; Ferrara et al., 2016; Chavoshi; Hamooni; Mueen,
2016). Com o objetivo de capturar esse sinal, multiplos atributos temporais
relacionados a atividade do usuario podem ser avaliados, englobando taxas
médias de producdo de posts em diversos intervalos temporais, bem como
distribuicdes de intervalos entre eventos. Neste caso, relacionam-se aos
padroes de tempo e frequéncia da atividade do usuario. A idade do post, ou o
tempo transcorrido desde sua publicagdo, € uma variavel utilizada por
Bhattacharya et al. (2014) para medir o engajamento. Em estudos de altmetria,
Barcelos e Maricato (2017) observaram que as maiores médias de atengao on-
line para artigos foram registradas entre 81 e 161 dias de exposi¢éo nas midias
sociais, embora o tempo de exposi¢ao néo tenha sido um fator principal para o
aumento da pontuacdo altmétrica. Araujo, Caran e Souza (2016) identificaram
uma correlagao forte e inversamente proporcional entre o tempo de publicagéo
de um artigo e o numero de meng¢des altmétricas, apontando que artigos mais
antigos tendem a receber menos meng¢des atuais.

. Recursos de conteudo e linguagem: inumeras pesquisas recentes tém
sublinhado a significancia dos recursos de conteudo e linguagem na revelagao
das caracteristicas das interagdes nas plataformas de midias sociais (Mocanu
et al., 2013; Botta; Moat; Preis, 2015). Varol et al. (2017) recolhem estatisticas
relacionadas ao tamanho e a entropia do texto presentes nas postagens no X
e extrai recursos linguisticos por meio da aplicagéo da técnica de marcagao de
partes da fala, que identifica diversas categorias de componentes de linguagem
natural. Neste caso, o foco esta na analise do texto das postagens. Aguilera et
al. (2023) consideram filtros de spam, palavras de baixo caldo e erros de
ortografia para avaliar a credibilidade do texto. Segundo Agarwal et al. (2011),
as features de conteudo podem ser representadas por contagens de
caracteristicas variadas, valores numéricos (como pontuagdes de dicionarios

de afetos) e valores booleanos, que predizem, por exemplo, a presenga de
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pontos de exclamagédo ou texto em letras maiusculas; eles também distinguem
features polares e nao polarizadas, bem como aquelas que capturam
estatisticas sobre partes-da-fala (POS). O Processamento de Linguagem
Natural (PLN) é uma técnica fundamental para a analise textual, conforme
Batrinca et al. (2015). Didegah (2018) distingue entre tweets originais e
retweets e verifica se contém texto adicional ou apenas o titulo/URL do artigo.
Fang, Costas e Wouters (2022) incluem o uso de hashtags e mengdes a outros
usuarios como features de postagens. Além disso, Bhattacharya et al. (2014)
utilizam hashtags e URLs como variaveis em seus modelos.

f. Caracteristicas de sentimento: a analise de sentimento representa
uma ferramenta de grande relevancia para a descricdo das emocgdes
veiculadas em um fragmento de texto e, de modo mais abrangente, para a
avaliacdo da atitude ou do estado de animo presentes em uma conversa
completa. O sentimento extraido de discussdes nas plataformas de midias
sociais tem sido empregado na previsdo de eventos do mundo off-line,
abrangendo, por exemplo, as flutuagées no mercado financeiro (Bollen; Mao;
Zeng, 2011), e tem sido reconhecido pelo seu impacto na disseminagdo de
informagdes (Mitchell, Lewis et al., 2013; Ferrara; Yang, 2015). Alguns
trabalhos usam técnicas de extragdo de sentimento para gerar uma ampla
gama de atributos relacionados ao sentimento, englobando pontuagdes de
excitagcdo, valéncia e dominancia (Warriner; Kuperman; Brysbaert, 2013),
pontuacgdes de felicidade (Kloumann et al., 2012), polarizagédo e intensidade
(Wilson; Wiebe; Hoffmann, 2005), analise de sentimentos e de comportamento
de usuarios em relacéo as publicagées com o objetivo de identificar padrdes de
comportamento de bots (Pontes; Maricato, 2024b), bem como escores de
emoticons (Agarwal et al., 2011). Segundo Pontes e Maricato (2024), padrdes
de comportamento de bots e contas humanas na midia X foram investigados
por meio da analise de sentimentos, utilizando o ChatGPT 3.5 para classificar
postagens como positivas, negativas ou neutras, demonstrando sua
capacidade de compreender o contexto das mensagens e o resumo do artigo.
Esse estudo revelou que, enquanto as contas humanas tendem a ter postagens
predominantemente negativas (91%), os bots mostram uma variagéo
percentual mais distribuida entre sentimentos positivos (8,3%), negativos

(33,3%) e neutros (26,7%), o que foi interpretado como um comportamento
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mais volatil ou contraditério em comparacdo com o0s humanos, que
demonstram maior coeréncia. Apesar dos desafios da linguagem informal no X
que podem levar a erros de ortografia e gramatica, a analise de sentimento
pode prever o impacto de artigos de pesquisa, com postagens positivas e
neutras associadas a um impacto maior, conforme apontado por Barreto et al.
(2023) e Hassan et al. (2023). Adicionalmente, Agarwal et al. (2011)
propuseram a utilizagdo de features como a soma das pontuacdes de
polaridade de palavras e a distingdo entre features polares e ndo polares para
a analise de sentimento, enquanto Bhattacharya et al. (2014) incluiram o
"sentimento positivo" como uma variavel em seus modelos.

. Caracterizagao das interagées do usuario: se preocupa em caracterizar a
conectividade social, o fluxo de informacgdes e as propriedades compartilhadas
dos usuarios. E analisada a criacdo de lacos sociais por contas com diferentes
pontuacdes de bot e suas interacdes por meio de contetido compartilhado. E
possivel agrupar contas e investigar propriedades compartilhadas de usuarios
em cada cluster. As pontuacdes do bot sao calculadas com base no modelo
treinado a partir do conjunto de dados mesclado (Varol et al., 2017).

. Conectividade social: segundo Varol et al. (2017) os atributos referentes a
conectividade social sdo: bots simples seguem os usuarios aleatoriamente; as
contas humanas geralmente seguem outras contas humanas; humanos sao
normalmente seguidos por outros humanos, mas também por bots sofisticados;
bots tendem a seguir outros bots e sao seguidos principalmente por bots; bots
simples também podem atrair a atengdo humana em casos em que humanos
seguem bots benignos, como aqueles que compartilham noticias. A pontuagao
de reciprocidade de um usuario é definida como a fragdo de amigos que
também sdo seguidores. Os autores observam que as contas humanas
retribuem mais bot se correlaciona com menor reciprocidade.

Fluxo de informagoées: em termos de mengdes/repostagens no X, os bots
simples tendem a repostar uns aos outros. Bots mais sofisticados repostam,
mas nao mencionam humanos, pois eles podem ser incapazes de se envolver
em trocas significativas com humanos. Embora os humanos também repostem
os bots, pois estes podem postar conteudo interessante, eles ndo mencionam

0s bots diretamente no post.
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j- Outras / hibridas: incluem abordagens mais complexas ou combinatdrias.
Chawla e Kapoor (2023) propéem uma estrutura hibrida para detecgao de bots
no X, combinando "digital DNA" com BERT. O conceito de "DNA digital" ou
"social fingerprinting", desenvolvido por Cresci et al. (2016, 2017, 2018), é
citado por Balestrucci et al. (2019), Broniatowski et al. (2018) e Chawla e
Kapoor (2023) como um método que codifica informagdes comportamentais da
atividade da conta de um usuario para detectar spambots e grupos de
spambots. Além disso, Pontes e Maricato (2023a, 2023b) utilizaram o
Botometer, um classificador de aprendizado de maquina supervisionado que
distingue contas de bots e humanas com base em suas caracteristicas.

Os autores Gilani et al. (2017) descobriram que os humanos geram muito mais
conteudo novo, enquanto os bots dependem mais de repostagens. Também
observaram tendéncias menos intuitivas, como a propensao dos bots a postar no X
mais URLs e a fazer upload de midias mais volumosas (por exemplo, imagens).
Analisando a interconectividade social entre bots e humanos para caracterizar como
eles influenciam as inter-relagbes no X, os autores observaram que, embora as
contribuicdes humanas sejam geralmente consideradas mais importantes através de
métricas tipicas (por exemplo, numero de curtidas, repostagens), os bots ainda
sustentam uma influéncia importante sobre a producéo e propagacgao de conteudo.

Segundo Gilani et al. (2017), duas linhas principais de pesquisa na
caracterizagado de contas do X sdo relevantes: (i) analises sociais, demogréficas e
comportamentais de bots ou humanos; e (ii) o impacto dos bots em ambientes sociais.
Em Freitas et al. (2015) sdo usadas trés métricas para quantificar a presenca de bots
sociais: seguidores, pontuagao de popularidade e interacdo baseada em mensagens
(outros usuarios favoritando, repostando, respondendo ou mencionando o bot). Eles
descobriram que os bots nem sempre sao captados com sucesso pelas defesas do X
(apenas 38 dos 120 bots foram suspensos ao longo de 30 dias).

Em Wei e Nguyen (2023), os autores comparam o modelo proposto, chamado
BOTLE, com modelos de linha de base que usam o mesmo conjunto de dados cresi-
20177. Os autores observam que a maioria dos algoritmos/sistemas de Ultima geragao
para deteccgéo de bots do X exigem grande numero de dados e atributos. Os sistemas

estudados pelos autores requerem engenharia de atributos baseada de seis a mais

7 Disponivel em: http://mib.projects.iit.cnr.it/dataset.html
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de 1.000 recursos. A engenharia de atributos requer muito trabalho e é cara em termos
de coleta e pré-processamento de dados. Em contrapartida, o modelo Recurrent
Neural Network (RNN), proposto pelos autores Wei e Nguyen (2023), ndo depende de
nenhuma engenharia de atributos e usa apenas o conteudo textual dos posts.

Os resultados reportados pelos autores dos trabalhos apresentados ilustram
desafios contemporaneos na detecgao de bots como, por exemplo, a dependéncia de
técnicas que exigem extensiva engenharia de atributos e grande volume de dados
estruturados. Nesse sentido, observa-se uma tendéncia crescente na adog¢ao de
abordagens que buscam reduzir a dependéncia de extensa engenharia de atributos,
destacando-se, nesse cenario, os modelos fundamentados exclusivamente na analise
de conteudo textual. Tal movimento evidencia a valorizacdo de métodos mais
generalizaveis e adaptativos, capazes de operar com dados menos estruturados e,
portanto, mais alinhados a dindmica heterogénea e em constante transformacao das

redes sociais.
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3 METODOLOGIA E PROCEDIMENTOS METODOLOGICOS

O presente capitulo descreve a metodologia e os procedimentos metodoldgicos
adotados no desenvolvimento da pesquisa, contemplando desde a fundamentagao
metodoldgica até a execugdo pratica das etapas necessarias para a construgao e
validagdo do modelo proposto. Inicialmente, sdo apresentadas a abordagem
metodoldgica e a definicdo dos procedimentos adotados, seguidas pela compreensao
do negocio e pela preparacdo dos dados utilizados. Na sequéncia, detalha-se o
processo de definicdo e selecdo da amostra de artigos, a construgdo do dataset de
treinamento e as etapas de desenvolvimento do modelo de inteligéncia artificial,
abrangendo a engenharia de features, a modelagem supervisionada com XGBoost, o
processo de treinamento e otimizagdo, bem como a classificagao final das contas.
Esse percurso metodologico busca garantir a consisténcia cientifica e a

reprodutibilidade da pesquisa.

3.1 METODOLOGIA

A presente pesquisa caracteriza-se como sendo de natureza aplicada, uma
vez que visa a geracdo de conhecimentos com utilidade pratica, por meio do
desenvolvimento de processos e solugdes tecnolégicas baseadas em inteligéncia
artificial (Prodanov, 2012). O objetivo central é propor uma solugdo computacional
para um problema especifico e concreto que € a identificacdo das contas
automatizadas no X, que interferem no calculo do score altmétrico de publicacbes
cientificas.

Do ponto de vista da abordagem metodologica do problema, a presente
pesquisa classifica-se como qualiquantitativa, uma vez que combina técnicas
estatisticas e computacionais com analise interpretativa dos padrdées de
comportamento observados (Prodanov, 2012). A vertente quantitativa esta presente
na utilizagcdo de dados numeéricos referentes as contas em redes sociais, 0s quais
requerem técnicas estatisticas e de inteligéncia artificial para serem processados,
classificados e analisados. Por sua vez, a dimensado qualitativa manifesta-se na
interpretacdo dos comportamentos e padrdes identificados, considerando aspectos

contextuais e ndo mensuraveis diretamente, os quais sdo fundamentais para
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compreender a atuacdo de contas automatizadas no ecossistema de disseminagao
cientifica.

Segundo Fonseca (2002), como as amostras geralmente sdo grandes e
consideradas representativas da populagao, os resultados sdo tomados como se
constituissem um retrato real de toda a populacdo alvo da pesquisa. A pesquisa
gquantitativa se centra na objetividade. Influenciada pelo positivismo, considera que a
realidade s6 pode ser compreendida com base na analise de dados brutos recolhidos
com auxilio de instrumentos padronizados e neutros.

Quanto aos objetivos, esta pesquisa € de cunho exploratério e descritivo,
pois busca compreender e descrever um fenédmeno em maior profundidade. E
exploratdria por buscar aprofundar o entendimento de um fenédmeno ainda pouco
sistematizado (Marconi; Lakatos, 2016). E exploratéria, ao investigar a atuacéo de
bots no contexto altmétrico, e descritiva por se dedicar a caracterizagao empirica dos
perfis, comportamentos e padrées de engajamento das contas analisadas.

Segundo Marconi e Lakatos (2016), estudos exploratérios descritivos tém
como finalidade descrever com precisdao determinados fenbmenos, ampliando o
entendimento sobre suas multiplas dimensdes. Nesses tipos de investigacao, é
comum a utilizagdo de abordagens quantitativas, qualitativas ou combinadas,
acompanhadas da coleta de informacgdes detalhadas, obtidas por meio da observagao
direta ou de outras técnicas de investigacdo. Nessas circunstancias, valoriza-se a
consisténcia e a relevancia dos dados coletados.

Quanto aos procedimentos técnicos, ou seja, a forma de obtencgéo e de analise
dos dados utilizados para responder aos objetivos da pesquisa, quando é necessario
tracar um modelo conceitual e operativo, denominado de design (Prodanov, 2012),
adota-se uma abordagem empirico-computacional. Essa classificagdo é mais
adequada que a de pesquisa experimental em sentido estrito, uma vez que o estudo
nao realiza manipulagdo direta de variaveis em ambiente controlado, como
tradicionalmente se exige nesse tipo de experimento (Lakatos; Marconi, 2016). Em
vez disso, a pesquisa envolve a formulacdo e o teste de hipoteses por meio de
modelagem computacional e avaliacéo sistematica de dados observacionais, obtidos
a partir da plataforma X. Trata-se, portanto, de um estudo que se ancora em métodos
empiricos — baseados em observagdes e medicdes reais — combinados com

técnicas computacionais para simulagao, analise preditiva e classificagao automatica,
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em conformidade com praticas descritas na ciéncia de dados e na chamada ciéncia
da ciéncia (Liu et al., 2023).

No que diz respeito as técnicas e ferramentas utilizadas, esta pesquisa adotou
a integracdo de técnicas de estatistica, mineragdo de dados e algoritmos de
aprendizagem de maquina para lidar com grandes volumes de informagdes extraidas
da rede social. Considerando a complexidade envolvida nesse tipo de tarefa — que
exige etapas sucessivas de entendimento do problema, tratamento e modelagem dos
dados, validacao dos resultados e analise critica — tornou-se necessario adotar uma
metodologia que estruturasse todo o ciclo de vida do processo analitico de forma
sistematica e replicavel.

Para isso, foi empregada a metodologia CRoss-Industry Standard Process for
Data Mining (CRISP-DM), amplamente reconhecida por sua flexibilidade e
aplicabilidade em diferentes contextos de mineragcédo de dados. A adocédo do modelo
CRISP-DM se justifica pela evolugédo da area de Data Mining (DM) que, ao longo dos
anos, evidenciou a necessidade de normas e padroes metodolégicos capazes de
orientar projetos com grande volume e diversidade de dados. Modelos tradicionais
nao contemplavam de maneira adequada os requisitos de projetos dessa natureza.
Em resposta a essa lacuna, um consoércio de empresas fornecedoras e usuarias de
solugdes de data mining iniciou, ainda na década de 1990, o desenvolvimento do
CRISP-DM — um modelo de processo nao proprietario, neutro e de dominio publico,
que descreve as praticas mais comuns em projetos de mineragao de dados (Shearer,
2000; Ramos et al., 2020).

3.2 PROCEDIMENTOS METODOLOGICOS

A escolha metodoldgica constitui um eixo fundamental para a validade e a
robustez desta pesquisa, uma vez que define as estratégias adotadas para
transformar os dados coletados em evidéncias capazes de responder as questdes de
investigacado. Considerando a natureza do problema e a complexidade dos dados
analisados, optou-se pela aplicagcdo do modelo CRISP-DM, cuja relevancia esta
consolidada tanto na literatura académica quanto em praticas de mercado.

Nesta sec¢do, sdo descritos os procedimentos metodolégicos empregados,
enfatizando a adaptacao proposta por Pontes e Maricato (2022) e a forma como suas

etapas foram operacionalizadas ao longo do estudo. Tal abordagem possibilitou
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alinhar a estrutura tedrico-metodoldgica da pesquisa a um processo sistematico e
replicavel, garantindo transparéncia e rigor cientifico.

Com base nessa adaptacdo, o modelo CRISP-DM foi aplicado nesta
investigacao em trés etapas principais:

(1) a compreensao do negdcio, representada pelas se¢des de introdugao e
referencial tedrico da tese, que contextualizam o problema de pesquisa;

(2) a compreensao e preparagao dos dados, bem como a modelagem,
descritas nos procedimentos metodoldgicos adotados; e

(3) a avaliagdo e implantacdo dos resultados, abordadas nas segdes de
resultados, discussdes e conclusdes da tese.

A Figura 1 apresenta o processo metodoldgico para classificagdo de contas do
X, especificando o ciclo de vida do processo de mineracao de dados baseado na
metodologia CRISP-DM.

Figura 1 - Ciclo de vida do processo de mineragédo de dados para classificagdo de contas X baseado
na metodologia CRISP-DM

|. Compreensdo de negdcios 1l. Compreensdo de dados, preparagdo de dados e modelagem / 11l. Avaliagdo e implantagdo
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Fonte: Dados da Pesquisa (2025).

A seguir sao detalhados os procedimentos metodolégicos que compdem o ciclo

de vida do processo adotado nesta pesquisa.
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3.3 COMPREENSAO DE NEGOCIOS

Segundo Shearer (2000), a fase mais importante de um projeto de mineragao
de dados, a fase de entendimento de negdcio, foca em entender o objetivo do projeto
a partir da perspectiva do negdcio, convertendo esse conhecimento em uma definigdo
de problemas de mineragdo de dados e, em seguida, desenvolvendo um plano
preliminar projetado para atingir os objetivos. Para entender quais dados e como
devem ser analisados, €& vital que os profissionais envolvidos entendam
completamente os negdcios para os quais estdo encontrando uma solugao. A fase de
entendimento dos negocios envolve varias etapas importantes, incluindo a
determinacgao dos objetivos de negdcios, a avaliagdo da situagao, a determinagao das
metas e a produgao do plano do projeto.

Para a compreensdo do problema, além de um estudo bibliografico que
constituiu o referencial tedrico deste trabalho, alguns estudos preliminares foram
desenvolvidos para testar técnicas e hipéteses com o objetivo de validar a
metodologia proposta. Os dois principais estudos resultaram nos artigos de Pontes e
Maricato (2022) e Pontes e Maricato (2023).

No primeiro trabalho Pontes e Maricato (2022) foi desenvolvido um workflow de
classificagdo baseado em um dataset genérico® e no algoritmo de classificagdo KNN.
Neste, os autores observaram que o uso de um dataset genérico, ou seja, onde
existem contas rotuladas entre bots, ciborgues e humanas em contextos variados, ndo
é suficiente para identificar bots que atuam com dados de atencéao altmétrica.

O segundo trabalho de Pontes e Maricato (2023) utilizou a ferramenta de
classificagdo Botometer®. Neste, os resultados expressaram que o Botometer nao
classificou de forma eficiente contas automatizadas que claramente influenciaram o
indice altmétrico dos artigos estudados. Em ambos os trabalhos, evidenciou-se
indicios de limitagdo dos meétodos generalistas quando aplicados ao contexto
altmétrico, destacando a necessidade de abordagens especificas para investigar a

atuacao e o impacto dos bots na disseminagéao cientifica mediada por redes sociais.

8 Entende-se por "dataset genérico" o conjunto de dados composto por contas que ndo seguem uma
tematica especifica, abrangendo publicacées de diversos assuntos na plataforma X.

° O Botometer é um sistema de aprendizado de maquina que avalia contas da plataforma X, atribuindo
escores que indicam a probabilidade de serem operadas de forma automatizada.



75

3.4 COMPREENSAO E PREPARAGAO DOS DADOS

A etapa de compreensao e preparacao dos dados constitui um componente
fundamental do processo baseado na metodologia CRISP, sendo responsavel por
garantir qualidade, consisténcia e relevancia das informagbes que serdo analisadas.
Essa fase tem inicio com a coleta preliminar dos dados e se estende até a verificacédo
de sua integridade e utilidade para os objetivos do estudo.

De acordo com Shearer (2000), a fase de entendimento dos dados envolve
uma série de procedimentos destinados a permitir que o analista compreenda o
conteudo e a estrutura do conjunto de dados, identifique possiveis problemas
relacionados a sua qualidade, descubra padrdes e informacdes iniciais relevantes e
identifique subconjuntos potencialmente interessantes. Essa compreensao preliminar
€ essencial para a formulagdo de hipdteses e para a definigdo das estratégias de
analise subsequentes.

Shearer (2000) propbde que essa fase seja estruturada em quatro etapas
principais:

i) Coleta de dados iniciais;
i) Descri¢cao dos dados;
iii)  Exploracdo dos dados;

iv)  Verificagdo da qualidade dos dados.

Considerando as particularidades deste estudo, as etapas foram ajustadas de
modo a alinhar-se aos objetivos e ao contexto da pesquisa, conforme ilustrado no
infografico da Figura 2 que apresenta o fluxograma detalhado do processo
metodoldgico de construgao e aplicagdo de um modelo de IA voltado a classificagao
de contas do X que divulgam artigos cientificos, com o objetivo de identificar se s&o

humanos ou bofts.
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Figura 2 - Infografico com as atividade da etapa de compreensao preparacao de dados e modelagem
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Fonte: Dados de Pesquisa (2025)

A imagem esta dividida em trés grandes seg¢des, cada uma com suas

respectivas etapas:

ll.a. Definigao e selecao de amostra de artigos:

Il.a.1 Download dos artigos cientificos de cada Grupo do ForCode no

Altmetrics;

Il.a.2 Célculo amostral de numero de artigos e Selecdo Randdémica de

artigos.

Il.b Construgcao do Dataset de Treinamento:

lI.b.1 Coleta dos Posts de cada artigo da selegdo randémica;

ll.b.2 Classificagao preliminar com base nos datasets da literatura;

II.b.3 Calculo amostral do numero de contas e Selecdo Randdmica das

CONTAS por Divisdao do ForCode'?;

10 Disponivel em:

https://www.abs.gov.au/statistics/classifications/australian-and-new-zealand-
standard-research-classification-anzsrc/latest-release
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Il.b.4 Classificacdo manual do dataset de Treinamento.
ll.c Processo de Desenvolvimento do Modelo de IA
Il.c.1 Engenharia de features;
ll.c.2 Modelagem do Algoritmo de AM com o XGBOOST;
Il.c.3 Otimizacéo;
Il.c.4 Classificacao.
A seguir, cada uma dessas atividades sera detalhada, com a finalidade de

explicitar os procedimentos metodolégicos adotados nesta etapa da pesquisa.

3.4.1 ll.a. Definicao e selegao de amostra de artigos

A etapa de definicdo e selecdo da amostra de artigos constitui a base inicial
para a construgdo do dataset utilizado neste estudo, uma vez que assegura a
representatividade e a robustez estatistica dos dados analisados. Nessa fase, foram
estabelecidos critérios de recuperagdo e selegcao de artigos cientificos a partir da
classificagao ForCode no Altmetrics, seguidos de procedimentos de calculo amostral
e de selegdo randdmica. Tal processo visa garantir a diversidade tematica dos
registros e a validade metodologica necessaria para a etapa subsequente de coleta
de dados e analise.

3.4.1.1 Il.a.1 Download dos artigos cientificos de cada Grupo do ForCode no

Altmetrics

A categorizacdo dos artigos selecionados foi baseada na Classificagdo Padrao
de Pesquisa da Australia e Nova Zelandia (ANZSRC) (Australian and New Zealand
Standard Research Classification) que define os Cddigos de Area de Pesquisa (FOR)
(Field of Research) como critério de classificagao tematica das publicagdes cientificas,
possibilitando a segmentagdo dos dados conforme as areas do conhecimento, que
sdo os mesmos utilizados pela plataforma Altmetric.com.

A ANZSRC foi desenvolvida com o propdsito de apoiar a coleta, a analise e a
disseminacao de estatisticas relacionadas a atividades de pesquisa e de
desenvolvimento experimental (P&D) na Austrdlia e na Nova Zelandia. Essa
taxonomia oferece uma estrutura padronizada para a classificacao das atividades
cientificas, favorecendo a organizagdo dos dados dos artigos, permitindo a
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comparacao entre diferentes dominios de pesquisa. A adogido dessa classificacao
contribui para a precisdo analitica e para a identificacdo de padrdes e tendéncias no
impacto social e cientifico das publicagdes dentro de distintas areas do conhecimento.

A tabela utilizada nesta etapa corresponde ao arquivo em formato Excel
denominado DAD 00 Tabela_ForCode.xIsx. Este arquivo contém a estrutura de
classificagao utilizada na codificagdo das areas de conhecimento conforme o sistema
ANZSRC 2020. A planilha & composta por informacdes relativas as 23 divisbes
principais de areas de conhecimento, apresentadas por meio de colunas com seus
respectivos cddigos e descri¢gdes. Além disso, inclui os dados referentes aos grupos,
que representam as subareas de conhecimento, também identificados por seus
respectivos codigos e descri¢gdes. Ao todo, sdo contemplados 212 grupos, permitindo
uma categorizagao detalhada e padronizada dos campos de pesquisa.

De posse da estrutura de cédigos das areas de conhecimento, foi realizada a
coleta dos dados dos artigos de cada area. Foram coletados os arquivos de Research
Output e Save Research de cada grupo da tabela FOR com os dados dos artigos do
grupo. Através da opcdo Save Research do Altmetric.com foi possivel fazer o
download de um arquivo que reune os dados de todos os artigos de uma determinada
pesquisa. Neste caso, o critério da pesquisa deve ser o numero do grupo FoR e a
restricdo de que fossem selecionados apenas artigos cientificos.

Os arquivos oriundos do Research Output, disponibilizado pelo Altmetric é
composto pelos dados: Altmetric Attention Score, Title, Journal/Collection Title,
Journal ISSNs, Authors at my Institution, Departments, Output Type, OA Status, OA
Type, Subjects (FoR), Sustainable Development Goals, Affiliations (GRID), Funder,
Publication Date, DOI, ISBN, National Clinical Trial ID, URI, PubMed ID,
PubMedCentral ID, Handle.net IDs, ADS Bibcode, arXiv ID, RePEc ID, SSRN, URN,
News mentions, Blog mentions, Policy mentions, Patent mentions, X mentions, Peer
review mentions, Weibo mentions, Facebook mentions, Wikipedia mentions, Google+
mentions, LinkedIn mentions, Reddit mentions, Pinterest mentions, F1000 mentions,
Q&A mentions, Video mentions, Syllabi mentions, Number of Mendeley readers,
Number of Dimensions citations, Details Page URL, Badge URL, Publisher Names

A selecdo dos grupos foi feita com base na disponibilizagdo dos arquivos de
artigos de cada grupo pelo download do Altmetric''. A Figura 3 destaca a pagina da

1 Disponivel em: https://www.altmetric.com/explorer/highlights?field of research codes%5B%5D=42
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Plataforma Altmetric que apresenta a opgao de fazer download dos artigos através da

opgao export tab'?.

Figura 3 - Imagem da Tela do Export Research Outputs no Altmetric no qual é realizado o download
do arquivo
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Fonte: Altmetric (2023).

Desta forma, a partir dos 212 grupos categorizados segundo o sistema FoR, foi
possivel realizar o download dos dados de 144 grupos na plataforma Altmetric.com.
Durante o processo de coleta, constatou-se uma limitagdo técnica relacionada a
instabilidade do sistema de origem, que impossibilitou a obtengdo dos dados de 69
grupos. Embora tenham sido realizadas multiplas tentativas de extracédo em diferentes
dias e condicbes de acesso, o problema nao foi superado, o que levou a exclusao
desses casos do corpus analisado. Essa limitacdo decorre de fatores externos ao
controle do pesquisador e deve ser considerada ao interpretar os resultados.

Os arquivos extraidos foram organizados em um diretério especifico
(denominado DRV_01_AltmetricResearcOutput)’® e salvos individualmente conforme
o cddigo identificador de cada grupo, seguindo o padrdao de nomenclatura: “0-xxxx-
Altmetric - Research Output.csv’, onde xxxx representa codigo o grupo coletado.
No total, foram coletados dados referentes a 8.565.607 artigos, consolidados no
arquivo "DAD_02_CalculoAmostraArtigos.xIsx", os quais serviram de base para a

préxima etapa da pesquisa.

2 Disponivel em: https://help.altmetric.com/support/solutions/articles/6000240906-searching-by-
subject-area

3 No Apéndice B, é apresentada a estrutura de diretérios em que os datasets e scripts dos algoritmos
foram armazenados.
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3.4.1.2 Il.a.2 Calculo amostral de numero de artigos e sua seleg¢do randémica

A fim de garantir a representatividade da amostra e mitigar possiveis vieses na
analise, adotou-se uma estratégia de amostra probabilistica estratificada, por meio da
selecao randémica de artigos cientificos, tendo como critério de estratificagdo os 144
grupos previamente identificados.

Essa abordagem visou garantir a representatividade estatistica da diversidade
disciplinar contemplada no estudo, ao mesmo tempo que permitiu uma analise
detalhada das dinamicas de disseminacdo em escala reduzida e controlada.

Para cada grupo, foi calculado o tamanho amostral com base no numero total
de artigos com score altmétrico e mengdes no X, considerando um nivel de confianga
de (99%) e da taxa e erro (5%). O arquivo DAD_02_CalculoAmostraArtigos.xlIsx,
com a consolidagao da quantidade de artigos por grupo (colunas: CODFOR e TOTAL),
foi a fonte de entrada de dados para o algoritmo implementado em Python
(ALG_01_CalcularAmostraArtigos.py), desenvolvido com o objetivo de estimar, de
forma automatizada, o tamanho ideal da amostra de artigos a ser analisada em cada
grupo (subarea de conhecimento). Como resultado do processamento computacional,
obteve-se um tamanho amostral total de 93.528 artigos, extraida de uma populagéo
de 8.565.607 artigos.

ApOs a definicdo do tamanho da amostra para cada grupo, os Digital object
identifier (DOI) foram selecionados aleatoriamente por meio da execu¢do de um
algoritmo desenvolvido em Python, denominado
ALG_02_SelecionarRandomArtigos.py, o qual automatizou o processo de sele¢cao
randébmica dos artigos. Como resultado desse algoritmo, foi gerado o arquivo
DAD_03_ArtigosSelecionadosRandom.xIsx, que reune, de forma consolidada, o
conjunto completo de artigos selecionados por grupo, juntamente com seus
respectivos dados. Os dados referentes a esses DOls foram extraidos dos arquivos
obtidos na base Research Output e organizados em um unico documento, que
constitui a amostra final de artigos analisada neste estudo.

Destaca-se que este arquivo compreende um total de 93.528 artigos cientificos,
correspondendo a amostragem integral a ser utilizada nas etapas subsequentes da
analise. A escolha randdmica teve como objetivo reduzir vieses sistematicos
associados a popularidade de temas ou a visibilidade de determinados periddicos,

promovendo, assim, maior robustez na analise inferencial dos dados altmétricos.
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3.4.2 ll.b Construcao do dataset de treinamento

A etapa de construcdo do dataset de treinamento constitui um processo
central para a deteccio de bots, uma vez que define a base empirica necessaria ao
desenvolvimento e validacdo do modelo de inteligéncia artificial. Nessa fase, s&o
descritos os procedimentos de coleta de posts vinculados aos artigos previamente
selecionados, a classificacao preliminar fundamentada em datasets da literatura, bem
como o calculo amostral e a selecdo randémica de contas segundo as divisbes do
ForCode. Por fim, contempla-se a classificagdo manual do conjunto de dados,
assegurando maior robustez e confiabilidade ao corpus utilizado no treinamento do

modelo.

3.4.2.1 11.b.1 Coleta dos posts de cada artigo da sele¢do randémica

A construgcdo do dataset de treinamento teve inicio com a coleta de posts
publicados na plataforma X que mencionavam artigos cientificos previamente
selecionados por amostragem probabilistica estratificada. A amostra foi composta por
93.528 artigos, distribuidos entre 144 grupos de subareas e 22 divisbes do
conhecimento, assegurando representatividade disciplinar. A partir dessa base, foram
extraidos 758.288 posts que faziam referéncia direta aos artigos, identificados por
meio de DOls, titulos ou URLs indexadas. Essas publicacbes foram emitidas por
362.395 contas unicas, apresentando alto grau de capilaridade na circulagdo e no
engajamento com a produc¢ao cientifica nas redes sociais.

Cada post e respectiva conta foram vinculados ao artigo que motivou sua
publicacdo, estabelecendo uma rede relacional entre conteudo cientifico e sua
repercussao on-line. Essa estruturagao viabiliza, nas etapas analiticas subsequentes,
a exploragao integrada entre caracteristicas da produgcdo académica, padrbes de
disseminagao digital e possiveis indicios de comportamento automatizado. A
organizagao dos dados respeitou a estratificagdo original por divisdo e grupo de area
do conhecimento, o que permite comparacdes consistentes entre dominios cientificos
distintos.

Essa etapa constitui a base empirica do estudo, fornecendo os subsidios

necessarios para os modulos analiticos que visam compreender os fatores associados
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a visibilidade altmétrica, bem como investigar a atuagao de agentes automatizados
(bots) na difusao da ciéncia em ambientes digitais.

A obtencgao dos posts foi realizada a partir da definicdo da amostra de artigos,
através de um algoritmo desenvolvido em Python para coletar, por meio da plataforma
Altmetric, as postagens no X que mencionaram, comentaram ou compartilharam os
artigos selecionados na seg¢ao 3.4.1. Devido as limitagbes de exportagdo das
postagens no ambiente da plataforma Altmetric, as contas foram coletadas através de
web scraping™. A Altmetric apresenta na web a visualizagdo apenas dos Ultimos
10.000 posts de cada artigo. Foram coletados a identificagdo da conta, o texto do
post, a data e hora de publicagao e o numero de seguidores da conta que postou.

Com base no artigo "Web Scraping for Research Legal, Ethical, Institutional,
and Scientific Considerations" (Brown et al., 2024), pode-se argumentar fortemente a
favor do uso de web scraping como um método essencial e cada vez mais relevante
para a coleta de dados em pesquisas cientificas, especialmente no cenario atual de
acesso restrito aos dados on-line. O artigo destaca que pesquisadores de diversas
areas frequentemente utilizam dados da internet para conduzir pesquisas, produzindo
evidéncias relevantes sobre o comportamento humano. No entanto, a crescente
importancia do uso de grande quantidade de texto para o treinamento de inteligéncias
artificiais generativa levou plataformas a restringirem significativamente o acesso a
dados por meio de canais oficiais, como APIls (Application Programming Interfaces)
(Brown et al., 2024).

A crescente restricdo ao acesso publico, para fins académicos, a dados de
plataformas digitais tem impactado diretamente a viabilidade de pesquisas empiricas
no campo. Casos emblematicos, como a descontinuagao do acesso gratuito a APl do
X para pesquisadores — substituido por um modelo de cobranca com valores
proibitivos — e 0 anuncio do encerramento do CrowdTangle pela Meta, evidenciam
essa tendéncia de reducdo progressiva na oferta de dados por vias institucionais e
transparentes. Como consequéncia, muitos pesquisadores tém recorrido ao uso de
técnicas de web scraping como alternativa metodoldgica para viabilizar a coleta de
dados necessarios ao desenvolvimento de suas investigacoes.

O web scraping é definido, em Brown et al., 2024, como a coleta automatizada

de dados disponiveis na internet, por meio da captura de informacdes destinadas a

14 Processo de mineracao de dados que permite a extragdo de dados de sites da web de maneira
automatizada e em larga escala.



83

exibicdo em paginas web ou aplicativos. Embora n&o seja uma pratica recente —
remontando aos primordios da web — tem se consolidado como uma metodologia
central de coleta de dados em diversas areas, sendo empregada tanto para fins
comerciais quanto para interesse publico, como no jornalismo investigativo, no
ativismo digital e em pesquisas académicas. A ampla utilizagdo da web scraping por
diferentes setores € avultada pela expressiva quantidade de estudos baseados em
conjuntos de dados obtidos por meio dessa técnica (Quadro 1), o que reforga sua
relevancia para as ciéncias sociais e para outras areas do conhecimento.

Embora o ambiente regulatério em torno do web scraping permanega incerto,
Brown et al. (2024) argumentam que, dada a crescente necessidade de dados para
pesquisa e a restricdo de outras fontes, o web scraping se tornara ainda mais
frequente. Para auxiliar os pesquisadores, o artigo propde um quadro abrangente para
0 web scraping na pesquisa em ciéncias sociais, examinando as consideragdes legais,
éticas, institucionais e cientificas.

Brown et al. (2024) ndo apenas reconhecem a importéncia do web scraping,
mas também fornecem orientagdes importantes para que os pesquisadores conduzam
essa pratica de forma cientifica, legitima e ética, minimizando riscos legais e
maximizando o impacto de sua pesquisa. Eles abordam questdes criticas que os
pesquisadores devem considerar ao usar o web scraping como ferramenta de coleta
de dados, oferecendo um checklist para ajudar a pensar nessas consideragoes.

Em suma, Brown et al. (2024) defendem o uso do web scraping como um
meétodo de coleta de dados valioso e, muitas vezes, necessario na pesquisa cientifica,
especialmente em um contexto de crescente fechamento de APIs e outras fontes de
dados formais. A capacidade de acessar e analisar dados da web de forma
automatizada permite investigar fendbmenos sociais e on-line que, de outra forma,
seriam inacessiveis devido as restricdes impostas pelas plataformas.

A analise dos estudos que empregaram web scraping em pesquisas altmétricas
apresentada no Quadro 1 revela uma crescente preocupagao com a abrangéncia, a
qualidade e a volatilidade dos dados coletados por agregadores como Altmetric,
PlumX e Crossref Event Data. O uso de técnicas automatizadas de raspagem de
dados surge como uma estratégia metodoldgica fundamental para auditar fontes
externas, complementar dados nao disponiveis via APl e examinar a persisténcia de
mengdes em midias sociais e blogs. Ortega (2020), por exemplo, utilizou scripts de

raspagem para auditar mais de 50 mil links extraidos diretamente das paginas de
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detalhes das plataformas, identificando problemas como links quebrados e
inconsisténcias na cobertura. O Quadro 1 apresenta essa e outras referéncias que

empregaram o Web Scraping para coleta de dados em estudos altmétricos.

Quadro 1 - Referéncias sobre uso de Web Scraping em pesquisas altmétricas

A . Fontes

Referéncia Uso de web scraping coletadas
ORTEGA, J. L. Availability and audit of links in Raspagem HTML das Blogs e portais
altmetric data providers: link checking of blogs and paginas /details/... de de noticias
news in Altmetric.com, Crossref Event Data and Altmetric.com e PlumX listados em
PlumX. Journal of Altmetrics, v. 2, n. 1, p. 4, 2019. para extrair 51.000 URLs Altmetric,
DOI: 10.29024/joa.14 de blogs/noticias PlumX e CED
ROBINSON-GARCIA, N. et al. Nuevos datos, Crawler varreu o site Tweets,
nuevas posibilidades: revelando el interior de Altmetric.com para Mendeley,
Altmetric.com. El profesional de la informacion, v. capturar JSON embutido Facebook,
23, n. 4, p. 359-366, 2014. DOI: em paginas badge além Blogs, News,
10.3145/epi.2014.jul.03 da API Reddit etc.
FANG, Z.; DUDEK, J.; COSTAS, R. Facing the Raspagem diaria das Paginas
volatility of tweets in altmetric research. Journal of paginas Web de 37.918 putt:/lz:sde

the Association for Information Science &
Technology, v. 73, n. 8, p. 1192-1195, 2022. DOI:
10.1002/asi.24624

tweets para verificar
exclusoes e variagdes de
mengoes

mencionando
DOls de artigos
COVID-19

ORTEGA, J. L. The coverage of blogs and news in
the three major altmetric data providers. Proc. 17th
Int. Conf. on Scientometrics & Informetrics, 2019.

Scrapers percorreram
90.000 paginas em
Altmetric.com, PlumX e
Crossref Event Data para
comparar cobertura

Blogs/news em
trés provedores

STRIJKER, S. J.; SUGIMOTO, C. R. Stranger
things: the vanishing of the Altmetric Attention score
values in LIS publications. Scientometrics, v. 129,
2024. DOI: 10.1007/s11192-024-05011-5

Raspagem periddica das
paginas /details/doi/... de
Altmetric para monitorar
oscilagdes do AAS ao
longo de um ano

Paginas
Altmetric
“/details/doi/...”

Fonte: Dados de Pesquisa (2025).

Outros estudos, como o de Robinson-Garcia et al. (2014), demonstram como o
web scraping pode ser combinado a extracdo de dados em JSON embutidos em
paginas da web para ampliar a visibilidade dos dados que n&o s&o acessiveis por
meios oficiais. Essa abordagem permitiu investigar a composi¢do granular das
métricas, incluindo fontes como Facebook, Mendeley e blogs cientificos. Ja Fang,
Dudek e Costas (2022) empregaram a raspagem de paginas publicas de posts para
monitorar a volatilidade das meng¢des altmétricas ao longo do tempo, evidenciando a
fragilidade das métricas diante de delegbes e alteragdes nas plataformas sociais.



85

De modo geral, o uso de web scraping nesses trabalhos mostra-se
metodologicamente legitimo e cada vez mais necessario, especialmente diante das
limitacbes impostas por APlIs restritivas e pela natureza dinAmica dos dados sociais.
Além de ampliar o escopo da coleta, essas técnicas permitem analise mais critica da
confiabilidade e estabilidade dos dados altmétricos, fornecendo subsidios valiosos
para a avaliagdo da disseminagao cientifica em ambientes digitais.

A coleta dos posts vinculados a amostra de artigos selecionados
aleatoriamente foi realizada por meio da execugdo do script em Python
ALG_03_ColetarPosts.py. O referido algoritmo foi programado para percorrer
automaticamente 0s DOls constantes na planilha
DAD_03_ArtigosSelecionadosRandom.xIsx, acessando as paginas
correspondentes a cada publicagdo e extraindo os posts vinculados a elas na
plataforma analisada. Como resultado dessa coleta automatizada, obtiveram-se
758.288 posts, os quais foram organizados e armazenados na planilha
DAD_04_PostsColetados, com o objetivo de subsidiar as analises posteriores da
pesquisa.

Os dados coletados possibilitaram a realizacdo de analises, como 0 numero de
contas unicas de usuarios da midia social, a quantidade de postagens no X gerados
por toda conta, e a ocorréncia de postagens sobre multiplos artigos por uma mesma
conta. Essas analises visam identificar possiveis padroes de comportamento
automatizado, permitindo a deteccdo de contas com indicios de atividade humana ou

bot, ou seja, ndo organica.

3.4.2.2 11.b.2 Classificagao preliminar com base nos Datasets da literatura

Na aprendizagem de maquina supervisionada, o dataset de treinamento € um
ponto de extrema relevancia. No estudo preliminar apresentado no artigo Pontes e
Maricato (2022), utilizou-se, como base para treinamento, o dataset disponibilizado
por Gutiérrez, (2020) no Kaggle'. Este conjunto de dados é composto por 37.437
registros de diferentes contas de usuarios no X. Cada linha contém o ID do usuario e
a variavel de destino ou resposta. A variavel de destino é denotada como

account_type e tem valores unicos (bot ou humano). Este conjunto de dados tem

15 Dsiponivel em: https://www.kaggle.com/datasets/davidmartngutirrez/twitter-bots-accounts
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25.013 contas genéricas de usuarios anotadas/categorizadas como contas humanas
e 12.425 como bots. Ja no estudo preliminar, apresentado no artigo Pontes e Maricato,
(2023) foi utilizado o classificador Botometer, que também é genérico e segmenta os
atores entre bot e humano.

Os estudos desenvolvidos por Pontes e Maricato (2022; 2023) evidenciam
que o uso de bases de dados e de classificadores genéricos ndo tem se mostrado
eficaz na identificacdo de agentes da rede de atengao altmétrica. Esses trabalhos
demonstram a necessidade de construir bases de treinamento especificas, compostas
por contas efetivamente vinculadas a essa rede, a fim de garantir maior acuracia na
tarefa de classificagdo. Tal limitagdo parece decorrer da complexidade inerente a
caracterizagao de bots e de outros agentes que atuam na disseminagéo de conteudo
cientifico nas redes sociais.

Para construir uma base de treinamento robusta e adequada, torna-se
fundamental compreender os perfis dos diversos atores envolvidos na rede de
atencdo altmétrica. Nesse contexto, destaca-se o papel desempenhado por
pesquisadores na divulgagdo do conhecimento cientifico por meio de plataformas
como o X — um tema recorrente e central nos estudos sobre métricas cientificas em
redes sociais (altmetria). Diversas abordagens s&o propostas na literatura com o
objetivo de identificar, caracterizar e mapear a presenga e o comportamento de
académicos ativos em midias sociais, contribuindo para o aprimoramento das analises
altmétricas (Mongeon; Bowman; Costas, 2023a).

Existem alguns conjuntos de dados publicados para resolver o problema de
identificacado de bots a partir de uma perspectiva de classificagao binaria, como alguns
ja citados. Além disso, alguns desses conjuntos de dados ja foram usados para treinar
e avaliar o chamado servigco Botometer (Martini et al., 2021). No entanto, conforme
descritos pelos autores em Balestrucci et al. (2019) e Minnich et al. (2017), a geragao
de contas automatizadas (bots) € um processo em constante evolugao, o que torna
obsoletos muitos dos datasets disponiveis, que incluem perfis ja suspensos pela
plataforma X. Diante disso, torna-se necessario atualizar periodicamente os
detectores de bots, incorporando novos padrbes comportamentais e caracteristicas
emergentes. Além disso, € imprescindivel realizar um pré-processamento dos dados
para remover perfis inativos ou excluidos, a fim de preservar a qualidade e a
usabilidade das bases. Apenas com essas atualizagdes, os detectores poderao

manter niveis adequados de precisao e confiabilidade.
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Devido as restricdes impostas pela politica de uso da plataforma X, os
conjuntos de dados utilizados em pesquisas anteriores costumam disponibilizar
apenas os identificadores das contas, sem atributos descritivos ou comportamentais
relevantes, o que dificulta sua utilizacdo em analises mais aprofundadas. A partir de
julho de 2023, o cenario tornou-se ainda mais desafiador, uma vez que o acesso a
API da plataforma passou a ser ainda mais restritivo, inviabilizando a extragdo em
larga escala de dados.

Diante desse contexto, adotou-se uma estratégia metodolégica alternativa e
mais direcionada, com a identificacao, por meio da plataforma Altmetric, das contas
que mencionaram os artigos incluidos na amostra deste estudo. Na etapa seguinte,
essas contas foram analisadas manualmente por meio da interface da proépria
plataforma X.

Com o intuito de mitigar as limitagdes impostas pelo acesso restrito aos dados,
também foram incorporadas informagdes provenientes de outras pesquisas
cientificas, com o objetivo de realizar uma classificagdo preliminar das contas
identificadas via Altmetric que compdem o dataset desenvolvido neste estudo. A
seqguir, apresentam-se as principais fontes utilizadas:

An open data set of scholars on X (Mongeon; Bowman; Costas, 2023a):
Este artigo desenvolve um dataset de contas X académicas através da relacédo de
autores do OpenAleX com usuarios do X identificados na plataforma Crossref Event
Data'®. O procedimento de correspondéncia é descrito e validado com dados ORCID.
A abordagem dos autores combina quase 500.000 académicos, através do ORCID,
com suas contas no X com um nivel de alta precisao e recall moderado. Este artigo
apresenta o desenvolvimento de um dataset de contas académicas na plataforma X,
construido a partir da correspondéncia entre autores registrados no OpenAlex e
usuarios do X identificados por meio da plataforma Crossref Event Data. O
procedimento de vinculacdo € detalhado e validado com o apoio de dados
provenientes do ORCID. A metodologia adotada pelos autores permitiu relacionar
aproximadamente 500.000 pesquisadores a suas respectivas contas na plataforma X,
alcancando alta precisao e recall moderado no processo de correspondéncia.

O conjunto de dados resultante é descrito e disponibilizado publicamente, com

o objetivo de apoiar pesquisas mais aprofundadas sobre as interagbes de académicos

16 Crossref Event Data registra mengdes a pesquisas em midias sociais, blogs, noticias e outros meios
online. Os dados s&o abertos e acessiveis via API: https://www.crossref.org/event-data
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na plataforma X. O dataset inclui, entre outras informagdes, uma coluna que indica os
critérios utilizados com sucesso na identificagcdo da correspondéncia e outra que
assinala se a vinculacao foi considerada valida apds inspeg¢ao manual.

The X accounts of scientific journals (Nishikawa-pacher, 2023): Este artigo
apresenta um dataset composto de um conjunto de dados de 3.485 contas do X
pertencentes a uma amostra de 13.821 periddicos listados nos trés principais indices
da Web of Science: indice de Citagbes de Ciéncia expandido (SCIE), o indice de
Citagdo de Ciéncias Sociais (SSCI) e o indice de Citacdo de Artes e Humanidades
(AHCI). O meétodo consistiu na identificacdo e na coleta sistematica de perfis
institucionais no X, com analise de métricas como frequéncia de postagens,
interacdoes, mencgdes a revisao por pares e fatores de impacto. A pesquisa revelou
grande variabilidade entre areas e editoras, destacando a importancia de perfis oficiais
diante da existéncia de contas enganosas. O dataset esta disponivel para analises
cientométricas futuras, apresentado em uma planilha Excel, contendo o id do autor na
base de dados Openalex e o id no X.

Characterization of the communities of attention interacting with
scientific papers on X (Maricato; Manso, 2022): Este artigo tem como objetivo
analisar as comunidades de atengcdo a ciéncia na plataforma X. Para isso, foram
identificadas 2.437 contas de usuarios que compartilharam publicacdes cientificas, as
quais foram integralmente submetidas a um processo de categorizagcdo manual. A
analise considerou multiplas dimensdes dos perfis, incluindo: tipo de perfil (pessoal,
institucional ou de personagem), categoria (académica, profissional ou social),
ocupacédo, area de atuacgdo e vinculos geograficos e institucionais. As informagdes
utilizadas para essa classificacdo foram extraidas diretamente das descrigcdes
publicas dos perfis na plataforma X.

O Quadro 2 apresenta uma sintese dos diferentes datasets de treinamento
utilizados na classificagdo preliminar das contas do X, aplicados no contexto da
pesquisa sobre detecgdo de bots e perfis humanos envolvidos na divulgacéo de
artigos cientificos. Cada linha do quadro representa um conjunto de dados utilizados

para treinamento e/ou validagdo de modelos de aprendizado de maquina.
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Quadro 2 - Conjuntos de dados utilizados como base para treinamento e avaliagédo da classificagéo
de contas no X, com foco em perfis humanos, bots e categorias altmétricas

Nome do Dataset Referéncia Numero de Caracteristicas Principais
Contas
Dataset Gutiérrez |  Gutiérrez (2020) 37.437 Contas genéricas de usuarios do X;
classificagéo binaria (bof ou humano);
disponibilizado no Kaggle.
Botometer Dataset Pontes e Maricato Nao Utilizagao do servigo Botometer para
(2023) especificado classificagéo; identificagdo de
limitagdes em contas altmétricas.
Scholars on X Mongeon, Bowman e ~500.000 Académicos identificados no X;

Costas (2023) correspondéncia validada com dados
da OpenAlex e ORCID; alta precisao.
Scientific Journals Nishikawa-pacher 3485 Contas do X associadas a periédicos
on X (2023) ' indexados na Web of Science; dados
organizados em planilha Excel.
Perfis do X classificados manualmente
em categorias (pessoal, institucional e
de carater); analise de vinculos
institucionais e areas de atuacao.
Fonte: Dados de Pesquisa (2025)

Comunidades de Maricato e Manso 2.437
Atencao Altmétrica (2022)

Os usos desses conjuntos de dados possibilitaram a criagcdo de uma base de
treinamento mais alinhada as caracteristicas da rede altmétrica, incluindo a
diversidade de agentes relevantes para a disseminagao de publicagdes cientificas.
Assim, buscou-se aprimorar o desempenho dos algoritmos de aprendizagem de
maquina aplicados a classificagdo de contas no X, considerando as especificidades
do ecossistema altmétrico e mitigando potenciais vieses decorrentes do uso de bases
genéricas.

A partir do processo de coleta dos 758.288 posts, foram identificadas 362.395
contas. Embora fosse possivel proceder diretamente a sele¢cao aleatoria das contas,
optou-se, nesta etapa, pela classificagao preliminar das contas coletadas do Altmetric
através dos trés datasets (Mongeon; Bowman; Costas, 2023a; Nishikawa-pacher,
2023; Maricato; Manso, 2022) previamente obtidos.

Essa classificagao preliminar foi operacionalizada por meio da execucido do
algoritmo ALG_04_CruzarDatasets.py, responsavel pela comparagdo dos
identificadores das contas.

Simultaneamente, realizou-se a identificacdo automatica de perfis —
compreendendo as etapas de (i) detecgao de bots autodenominados, (ii) identificagéo

de revistas e (iii) identificacdo de professores/pesquisadores — por meio do algoritmo
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ALG_05_DetectarPersonas.py, o que resultou na geragdo da planilha intitulada
DAD_07_PostsldentificacaoPersonas.xlIsx.

Os dados consolidados foram posteriormente reorganizados e estruturados na
tabela DAD 06 _ContasPorGrandeArea.xIsx, na qual sdo estabelecidas as relacbes

entre as contas analisadas e suas respectivas grandes areas do conhecimento.

3.4.2.3 I1.b.3 Calculo amostral do numero de contas e sele¢do randémica das contas

por divisdo do ForCode'”

De modo anélogo ao procedimento adotado para a selegdo dos artigos, foi
realizada uma amostragem randémica das contas responsaveis por postar os artigos
cientificos incluidos na amostra. O objetivo principal dessa selegcdo aleatoria foi
minimizar a ocorréncia de vieses na analise da atuagao de bots, assegurando maior
rigor estatistico a investigacéao.

Para a definicdo do tamanho da amostra de contas, considerou-se o
agrupamento por Divisdo (area de conhecimento), conforme classificagdo ForCode.
Inicialmente, foram identificadas e quantificadas as contas vinculadas aos artigos da
amostra, com base na Divisdo correspondente de cada publicacdo. Essa etapa foi
viabilizada a partir dos dados consolidados na planilha
DAD_08_PostsCombinados.xIsx.

A seguir, procedeu-se o calculo do tamanho amostral necessario para cada
Divisdo, considerando um nivel de confianga de 99% e uma margem de erro de 5%.
O calculo foi automatizado por meio do algoritmo
ALG_06_CalcularAmostraContas.py, que processou os dados registrados na
planilha DAD_09 _AmostraContas_Calculo.xlIsx.

@) resultado final foi consolidado na planilha
DAD_10_AmostraContas_Resultados.xIsx, na qual sdo apresentados os tamanhos
amostrais definidos para cada Divisao (estrato). O tamanho total da amostra foi de
13.986 contas distintas, distribuidas proporcionalmente entre as Divisdes, conforme

demonstrado na Tabela 1.

7 Disponivel em: https://www.abs.gov.au/statistics/classifications/australian-and-new-zealand-
standard-research-classification-anzsrc/latest-release
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A Tabela 1 apresenta o calculo amostral das contas que postaram os artigos
incluidos na amostra da pesquisa, distribuidos por divisdes disciplinares conforme a
codificagao Fields of Research (ForCode). Cada linha da tabela expressa a diviséo
(codigo e descrigdo), o numero total de contas identificadas (NUMCONTAS), os
parametros utilizados no calculo amostral (margem de erro de 5% e nivel de confianga

de 99%) e o tamanho da amostra resultante para cada area.

Tabela 1 - Caclulo amostral de contas que postaram os artigos da amostra por divisdo (area de
conhecomento) ForCode.

DIVISAO |DESC NUM. CONTAS | TAM. AMOSTRA
AGRICULTURAL, VETERINARY AND FOOD
30 SCIENCES 20.698 643
31 BIOLOGICAL SCIENCES 24.391 646
32 BIOMEDICAL AND CLINICAL SCIENCES 25.509 647
33 BUILT ENVIRONMENT AND DESIGN 9.752 621
34 CHEMICAL SCIENCES 10.830 625
COMMERCE, MANAGEMENT, TOURISM AND
35 SERVICES 25.422 647
36 CREATIVE ARTS AND WRITING 15.765 637
37 EARTH SCIENCES 24514 646
38 ECONOMICS 10.911 626
39 EDUCATION 14.968 635
40 ENGINEERING 23.396 645
41 ENVIRONMENTAL SCIENCES 27.121 648
42 HEALTH SCIENCES 38.972 652
43 HISTORY, HERITAGE AND ARCHAEOLOGY |11.853 628
44 HUMAN SOCIETY 48.254 655
46 INFORMATION AND COMPUTING SCIENCES | 46.284 654
LANGUAGE, COMMUNICATION AND
47 CULTURE 17.517 639
48 LAW AND LEGAL STUDIES 29.499 649
49 MATHEMATICAL SCIENCES 5.032 586
50 PHILOSOPHY AND RELIGIOUS STUDIES 19.540 642
51 PHYSICAL SCIENCES 7.790 611
52 PSYCHOLOGY 6.769 604
13.986

Fonte: Dados de pesquisa (2025).

A distribuicdo evidencia a diversidade de areas cientificas contempladas na
base analisada, assegurando representatividade estatistica para as analises

subsequentes sobre comportamento e engajamento das contas.
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Com base no calculo amostral previamente realizado e nos dados obtidos na
etapa de coleta dos posts, procedeu-se a selegcao aleatdria de 13.986 contas,
distribuidas de acordo com as Divisdes estabelecidas pelo sistema de classificagao
ForCode. Essa selecéo foi conduzida de forma automatizada por meio do algoritmo
ALG_07_SelecionarRandomContas.py, garantindo a representatividade
proporcional de cada estrato, conforme os tamanhos amostrais definidos. O processo
utilizou como referéncia o dataset proveniente da etapa de classificacdo preliminar,
no qual algumas contas ja se encontravam classificadas, assegurando um critério de
selecao objetivo e estatisticamente valido.

A execugdo do algoritmo teve como entrada os arquivos
DAD 10 _AmostraContasResult.xlsx e DAD 06 ContasPorGrandeArea.xlIsx
resultando na planilha DAD_11_ContasSelecionadas.xIsx, contendo a distribuicdo
das contas selecionadas por grande area do conhecimento.

Na sequéncia, o algoritmo ALG_08_CriarDatasetFinal.py foi responsavel por
integrar os dados das contas selecionadas com os respectivos posts, originando a
planilha DAD 12 AmostraFinal_Contas.xIsx. Ao término deste processo, obteve-se
uma amostra composta por 13.767 contas unicas, que, em conjunto, realizaram
67.283 posts. Este conjunto de dados estd consolidado no arquivo
DAD_13_AmostraFinal_Posts.xIsx, o qual servira de base para as analises

subsequentes.

3.4.2.4 11.b.4 Classificagdo manual do dataset de treinamento

O dataset de treinamento foi constituido a partir do total de contas selecionadas
com base no calculo amostral das contas, conforme descrito na etapa 3.4.2.3. Esse
conjunto de dados, representativo da populagao de contas analisadas, foi utilizado no
treinamento supervisionado do modelo de aprendizado de maquina, garantindo a
adequacgao estatistica e a diversidade necessaria para o desenvolvimento e a
validac&o do classificador.

A base de dados de treinamento € um elemento essencial no processo de
modelagem preditiva, pois contém exemplos rotulados que orientam o algoritmo na
identificacdo e na generalizagcdo de padrdes. Cada entrada nesse conjunto esta

associada a uma classificagdo previamente definida — como conta humana ou
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automatizada (bot) — permitindo que o modelo aprenda a distinguir entre diferentes
tipos de comportamento com base nas variaveis observadas.

Ao “aprender” com os dados do dataset de treinamento, o modelo ajusta seus
parametros internos, buscando maximizar a acuracia das previsdes futuras. Assim, a
qualidade, a diversidade e o equilibrio das classes presentes nesse conjunto
influenciam diretamente a eficacia do algoritmo na tarefa de classificagéo.

Apods a selecao randémica das contas, foram identificadas as contas que ja
tinham alguma classificagdo realizada previamente (seg¢do 3.4.2.2) a partir dos
datasets de Mongeon, Bowman e Costas (2023), Nishikawa-pacher (2023) e Maricato
e Manso (2022). Embora o mapeamento dessas bases n&o permita, por si s6, afirmar
com certeza que uma conta € ou nao automatizada, sua integragdo com outras
anadlises de comportamento, tais como numero de postagens e de artigos
comentados, contribui significativamente para a acuracia da classificagao final.

Desta forma, dentro da selecdo randémica das contas, foram identificados:

. 66 bots AUTODETECT que, apds avaliagdo manual, ficaram
confirmados 57;

. 205 PERSONAS AUTO DETECT,

. 122 contas do dataset de Pontes e Maricato (2022);

. 96 contas do dataset de Nishikawa-Pache (2023);

. 1.428 contas do dataset de Mongeon, Bowman e Costas (2023).

Na sequéncia, foi realizada a contabilizagdo do numero de postagens por conta,
considerando todo o universo de dados coletados — e n&do apenas 0s posts
relacionados aos artigos da amostra, garantindo uma visdo mais ampla do
comportamento da conta. Foram analisados o numero de artigos compartilhados por
cada conta, bem como as suas respectivas divisdes e grupos aos quais pertencem.

Partindo do pressuposto de que bots sao sistemas programados para executar
acdes repetitivas de forma continua, considera-se como premissa que contas
automatizadas tendem a apresentar padrdes regulares de atividade, sendo pouco
provavel que se limitem a uma unica postagem. Essa premissa é corroborada por
Varol et al. (2017b), cujo estudo apresenta um framework para detecgao de bots no
X, baseado na analise de mais de mil caracteristicas, incluindo padrdes de rede,
frequéncia de postagens, interagdes e séries temporais de atividade. Os autores

estimam que entre 9% e 15% das contas ativas na plataforma sdo automatizadas,
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responsaveis por uma parcela significativa do conteudo publicado — o que reforga a
hipétese de que bots mantém um comportamento sistematico e recorrente.

A partir dos pressupostos apresentados, foram definidos os seguintes critérios
para a classificacdo automatica das contas, com base em seus padroes de atividade
na plataforma:

1. Contas que realizaram apenas uma postagem e cuja publicagdo ocorreu ha
mais de 150 dias foram classificadas como humanas;

2. Contas que postaram duas vezes, com intervalo superior a 150 dias entre
as publicagdes, também foram consideradas humanas.

As contas que ndo se enquadraram nesses critérios foram submetidas a
analise manual.

Para essa etapa, toma-se como referéncia Pozzana e Ferrara (2020), os quais
destacam que métricas de interacado social sdo fundamentais para compreender a
dindmica comportamental dos usuarios em midias sociais. Tais métricas, como o
numero de postagem por conta, também podem ser aproveitadas para aprimorar
estratégias de deteccao de bots.

A analise manual foi conduzida com base nos seguintes elementos:

1. Descrigdo e imagem do perfil (bio): verificagdo da existéncia e do conteudo
da biografia. Muitos bots operam de forma anbénima, a falta de informagdes
identificaveis nas biografias pode causar confusdo sobre a autenticidade das
interacdes na plataforma (Madahali; Tian, 2023; Qi; AlKulaib; Broniatowski, 2018a).
Bots benignos normalmente incluem “bot” em seus nomes de usuario ou biografias,
designando claramente sua natureza automatizada. Esses bots podem fornecer
servigos uteis, como atualizagdes de noticias ou entretenimento e sdo projetados para
ajudar em vez de enganar (Madahali; Tian, 2023; Veale; Cook, 2018).

2. Frequéncia de postagens: embora seja consenso que bots geralmente
postam com maior frequéncia e em intervalos regulares, enquanto humanos tendem
a apresentar maior variabilidade nos horarios e frequéncia de postagem (Gilani et al.,
2019), essa distingdo pode nao ser aplicavel diretamente a divulgagao cientifica.
Estudos preliminares revelam que muitos bots vinculados a revistas ou editoras
publicam em intervalos determinados pela data de publicagdo dos artigos.

3. Padréo de postagens: bots tendem a manter padrdes consistentes, ao passo
que contas humanas apresentam maior variabilidade em seus comportamentos
(Gilani et al., 2019; Gilani et al. 2017).
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4. Numero de contas seguidas (amigos): observacao da quantidade de perfis
seguidos como possivel indicador de comportamento automatizado (Varol et al.,
2017Db).

5. Tom pessoal das postagens: bots costumam compartilhar links, realizar
repostagens ou divulgar conteudo promocional com mais frequéncia, enquanto
usuarios humanos tendem a expressar opinides pessoais, experiéncias e
pensamentos originais. Essa diferenga ressalta o carater transacional das interagbes
de bots, em contraste com a comunicagdo mais pessoal e diversa dos humanos (Gilani
et al., 2019).

6. Conteudo das postagens: bots podem compartilhar links, repostar ou publicar
conteudo promocional com mais frequéncia, enquanto os humanos tendem a
compartilhar opinides pessoais, experiéncias e pensamentos originais (Gilani et al.,
2019).

7. Interatividade: humanos demonstram maior propensao ao engajamento
social, respondendo, comentando ou interagindo com outras contas com maior
frequéncia (Pozzana; Ferrara, 2020).

Com base na contabilizagdo do numero de postagens por conta, considerando
todo o universo de dados coletados, foram analisados o numero de artigos
compartilhados por cada conta, bem como as respectivas divisdes e grupos aos quais
pertencem. Dentro dos critérios iniciais adotados para a classificacdo automatica
contabilizou-se:

1. Um total de 6.690 contas que realizaram apenas uma postagem e cuja
publicacdo ocorreu ha mais de 150 dias foram classificadas como humanas. 120
contas com 1 post e menos de 150 dias de postagem foram verificadas manualmente.

2. Um total de 2.094 contas que postaram duas vezes, com intervalo superior
a 150 dias entre as publicagdes, também foram consideradas humanas, 99 contas
foram verificadas manualmente, pois s6 tinham duas postagens, mas a diferenga entre
as datas de postagem era de menos de 150 dias.

Desta forma, 8.784 contas foram pré-classificadas a partir dos procedimentos
descritos e 4.983 contas, que nao se enquadrarem nesses critérios, foram submetidas
a analise manual.

Entre as contas a serem classificadas manualmente, identificaram-se 291
contas que ndo existiam ou foram suspensas. Esse fendbmeno € comum de acontecer

no X devido a pratica de suspensao de contas com comportamentos suspeitos. Essas
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contas foram classificadas com base na observagdo do conteudo dos posts. Os
critérios de classificagdo manual seguiram o que foi exposto na se¢éo “Construcao e
Classificagcao do Dataset de Treinamento”.

Como resultado da classificacdo do dataset de treinamento foram identificados:
822 contas bots que realizaram 20.542 posts e 12.945 contas humanas que

realizaram 46.741 posts.

3.4.3 ll.c Processo de desenvolvimento do modelo de inteligéncia artificial

A estrutura da solugao proposta para a classificagao de contas automatizadas
na plataforma X foi operacionalizada por meio de um pipeline computacional dividido
em quatro passos principais, implementados no script
ALG_09_PIPELINE_XGBOOST.PY. Esse pipeline tem como objetivo garantir a
padronizagao do pré-processamento, a extracdo sistematica de atributos, a
modelagem supervisionada, a aplicagdo em dados inéditos e a geragao automatizada
de relatérios de desempenho.

O Passo 1 consiste na geracdo das variaveis preditoras (features)
especificamente concebidas para representar aspectos comportamentais relevantes
— como frequéncia e regularidade das postagens, padrdes de interagdo, diversidade
tematica e temporalidade das publicagdes. A extracido das features se deu a partir de
duas bases de dados: uma base referente as contas (usuarios) e outra aos respectivos
posts. Nessa fase, foram extraidas 46 features que abrangem aspectos quantitativos,
textuais, temporais, sentimentais, estatisticos e morfolégicos, tanto dos conteudos
postados quanto dos perfis dos usuarios. Essas variaveis incluem métricas como
legibilidade textual, frequéncia de emojis, indice de entropia dos nomes de usuario,
variagdo temporal das postagens, diversidade vocabular, entre outras que serao
apresentadas a seguir.

A inclusao dessas variaveis visou ampliar a capacidade preditiva do modelo e
refinar a distingdo entre perfis humanos e automatizados, contribuindo para o
aprimoramento da acuracia dos resultados. As features foram agregadas por conta e
consolidadas em uma unica base de dados estruturada, que serviu como insumo para
a modelagem.

O Passo 2 compreende o treinamento do modelo de classificacido baseado no

algoritmo XGBoost, algoritmo selecionado na avaliacdo dos modelos descritos nos
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resultados (secéo 4.3). Inicialmente, os dados foram particionados em conjuntos de
treino e teste com estratificagao da variavel-alvo (humano vs. Bot). Em seguida, foram
realizadas a imputacao de valores ausentes e a normalizacao das variaveis. O modelo
foi ajustado com parametros otimizados para lidar com desbalanceamento entre
classes (por meio da métrica scale_pos_weight) e avaliou sua performance por meio
das meétricas F1-score, AUC-ROC e Kappa. Com o intuito de aprimorar a
interpretabilidade do modelo e identificar as variaveis mais relevantes, aplicou-se a
técnica Shapley Additive exPlanations (SHAP), a qual possibilitou o ranqueamento
das 46 features de acordo com sua contribuicao individual para a predi¢ao, permitindo
compreender o impacto de cada variavel na tomada de decisdo do classificador. O
modelo proposto utiliza a totalidade das 46 variaveis preditoras geradas e o limiar de
decisdo foi calibrado com base na maximiza¢cao do F1-score para a classe bot, de
modo a otimizar a capacidade de deteccéo de contas automatizadas.

O Passo 3 do pipeline trata da geragao das 46 features para um novo conjunto
de contas ainda nao rotuladas, neste caso o conjunto de mais de 350.000 contas
extraidas da coleta dos posts, processo descrito na se¢cdo 3.4.2.1. O processo de
extragao e agregacgao de atributos segue a mesma légica da etapa inicial, garantindo
compatibilidade com o modelo previamente treinado. Apds a geragao das variaveis,
os dados foram salvos em formato compativel para posterior inferéncia.

Por fim, o Passo 4 realiza a aplicacdo do modelo final nos dados das novas
contas. Para isso, o pipeline carrega os artefatos salvos (modelo, scaler, imputador,
threshold e lista das 46 features), normaliza os dados inéditos e realiza a predi¢géo das
probabilidades de cada conta ser um bot. Com base no threshold ajustado, cada conta
€ entdo classificada como “humana” ou “bot”. Além disso, o script gera visualizagdes
interativas, como histogramas de probabilidade e graficos de distribuicdo de classes,
e exporta um relatorio final com as classificagbes realizadas.

Essa estrutura modular e sequencial do pipeline permite ndo apenas a
automacgao completa do processo de classificacdo, mas também a rastreabilidade dos
resultados, a analise explicativa das decisbes do modelo e a reusabilidade da
arquitetura em novos contextos e dominios de aplicagao.

Ressalva-se que o modelo tem como base um conjunto de dados
desbalanceado, no qual o niumero de contas humanas era significativamente maior do

que o numero de bots, fator determinante para escolha do modelo a ser adotado.
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Na sequéncia, cada etapa do processo sera apresentada e descrita em
detalhes, de modo a evidenciar os procedimentos adotados e as decisdes

metodoldgicas envolvidas na constru¢gao do modelo.

Passo 1 — Construgao das variaveis (features) a partir de dados brutos

A primeira etapa tem como foco transformar os dados brutos em uma base
consolidada de atributos (chamados features) que possam ser utilizados por
algoritmos de aprendizado de maquina. A geragao das features foi operacionalizada
através do script em python ALG_09_Pipeline_XGBoost.PY.O script se estrutura em
quatro grandes etapas e a geragao de features corresponde ao PASSO um (1) que
corresponde a criagéo e a estruturagado dos dados, a engenharia de features e ao pré-
processamento dos dados. Os dados brutos utilizados no script sdo oriundos de dois
arquivos do Excel:

Tabela das Contas (df_contas): DAD_15 DatasetClassificadoManual.xIsx:
contém informagdes consolidadas sobre as contas que fazem parte do dataset. Foram
considerados os seguintes atributos:

e ACCOUNT: Identificador da conta.

e CLASSFINAL: Classificacao final da conta (ex.: bot, humano).

e NOME: Nome do usuario associado a conta.

e QTDPOSTS: Numero total de postagens feitas pela conta.

e QTDDOIS: Quantidade de artigos (DOls) diferentes mencionados pela conta.

e QTDSUBAREA: Quantidade de subareas de conhecimento abordadas nos

posts da conta.
e QTDGRANDEAREA: Quantidade de grandes areas de conhecimento

abordadas nos posts da conta.

Tabela de |Interagbes com os dados dos posts (df_posts):
DAD_16_TodosPostsTreinamento.xIsx: contém informagdes sobre o engajamento
das contas em relagdo a postagens sobre artigos cientificos no X, ou seja, os posts
realizados por essas contas sobre os artigos da amostra, incluindo o conteudo textual,
a data e hora da publicagdo, o numero de seguidores no momento da postagem e a

area de conhecimento associada. Foram considerados os seguintes atributos:
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e DOI: Identificador digital do artigo cientifico mencionado no post.

e ACCOUNT: Nome ou identificador da conta que fez a postagem.

e QTDSEGUIDORES: Numero de seguidores da conta que fez o post.

e CONTEUDOPOST: Texto ou conteudo do post.

e DATATEMPO: Data e hora em que o post foi publicado.

e« GRANDEAREA: Area do conhecimento & qual o artigo citado no post pertence

(ex.: Ciéncias Exatas, Ciéncias Humanas).

e SUBAREA: Subarea especifica do conhecimento relacionada ao artigo citado

(ex.: Inteligéncia Atrtificial dentro de Ciéncias Exatas).

Esses atributos da tabela original df posts foram utilizados para capturar
padrdes de engajamento tipicos de bots, como a frequéncia de postagem excessiva
ou estrutura repetitiva de postagens.

Esses dados sao integrados para extrair um conjunto robusto de caracteristicas
sobre o comportamento e o perfil das contas. Isso inclui métricas quantitativas, como
média de seguidores e tamanho médio dos posts; métricas linguisticas, como numero
de palavras unicas, proporc¢ao de letras maiusculas, uso de emojis, hashtags, links e
pontuacdo; além de indicadores de sentimento, repeticdo de postagens, presencga de
termos cientificos e até legibilidade textual. Também sao construidas variaveis
temporais (como frequéncia de postagem por dia util ou fim de semana) e medidas
sobre o nome e o identificador da conta (por exemplo, entropia do nome, presenga da
palavra “bot”, similaridade entre nome e username etc.).

Ap0ds esse rico processamento, os dados sdo agregados por conta, formando
uma unica linha (registro) para cada usuario, com dezenas de variaveis representando
suas caracteristicas. Este arquivo foi salvo como
DAD 14 _DadosFeaturesTreinamento.xIsx e passa a ser a base principal para

treinamento do modelo.

3.4.3.1 (ll.c.1) Engenharia de features

A detecgao de bots no X depende da analise de uma gama diversificada de
caracteristicas, ou features, que capturam as propriedades das contas e seus padroes
de comportamento. Essas features sao essenciais para treinar modelos de

aprendizado de maquina que distinguem usuarios humanos de contas automatizadas.
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A engenharia de features consistiu na criacdo e na selegdo das features
utilizadas durante o treinamento do modelo para diferenciar contas humanas e bots
em redes sociais. Na oportunidade, foram extraidas e processadas diversas features
quantitativas, textuais e temporais. Essas variaveis foram selecionadas para capturar
padroes de comportamento, estilo de escrita e interagdes, permitindo a construgéo de
um modelo de aprendizado de maquina eficiente.

A literatura externa que a identificacdo de bots baseia-se em atributos como
frequéncia de postagens, estrutura da rede de conexdes e padrdes linguisticos.
Aljohani et al. (2020) ressaltam a importancia da anélise do conteudo textual e das
redes de relacionamento, pois bots tendem a apresentar centralidade excessiva e
vocabulario restrito. Hayawi et al. (2023) reforcam que a combinagdo de multiplos
atributos oferece maior precisdo na identificagdo de contas ndo humanas.

As features foram escolhidas com base nos estudos revisados sobre detecgao
de bots, visando capturar diferengas quantitativas, linguisticas e comportamentais
entre contas automatizadas e humanas. Foram definidas as features passiveis de
extracao a partir das tabelas-base.

As features foram extraidas a partir de duas fontes principais oriundas da
estruturagdo dos dados:

1. df_contas — Informagdes gerais sobre as contas (incluindo a classificagao
manual: humano/bot).

2. df_posts — Dados sobre as postagens feitas pelas contas, incluindo texto,
horario e interacoes.

Essas features foram organizadas e agrupadas em oito categorias distintas:

a. Features gerais das contas: identificagdo da conta, classificagdo final nome de
exibicao.

1. ACCOUNT (ldentificador unico da conta): Cada conta foi identificada por
um cédigo unico para referéncia.

2. CLASSFINAL (Classificagao final da conta: humano (0) ou bot (1)): Essa
variavel indica a classificagcdo manual atribuida a cada conta, servindo como o rétulo
para o modelo de aprendizado de maquina.

3. NOME (Nome ou usuario da conta): Identificagcado textual da conta (n&o

utilizada no modelo, apenas para referéncia).
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b. Features de atividade da conta: quantidade total de postagens, numero de DOls
distintos mencionados, diversidade de subareas e grandes areas tematicas e média
de seguidores por postagem.

4. QTDPOSTS (Numero total de postagens feitas pela conta): representa a
quantidade de postagens publicadas pela conta. Bots tendem a ter altas taxas de
postagem em comparagao com humanos (Balestrucci et al., 2019),(Arroyo-Machado;
Herrera-Viedma; Torres-Salinas, 2023).

5. QTDDOIS (Numero de publicagbes que uma determinada conta postou:
indica quantos DOls (Digital Object Identifier), o que pode ser util para avaliar a
disseminagao de artigos cientificos por bots.

6. QTDSUBAREA (Numero de subareas diferentes em que a conta publica):
captura a diversidade de temas abordados. bots podem se concentrar em um unico
tema ou disseminar conteudo sobre varias areas.

7. QTDGRANDEAREA (Numero de grandes areas cientificas cobertas pelas
postagens da conta): similar a variavel anterior, mas focada em categorias amplas do
conhecimento.

8. media_seguidores (Média de seguidores por postagem): bots podem
apresentar padrdes atipicos de seguidores, seja por contagem excessivamente baixa
ou alta (Aguilera et al., 2023).

c. Features temporais: horario médio das postagens, intervalo médio entre
postagens, volume de postagens em dias uteis e finais de semana (Ferrara et al.,
2016) (Balestrucci et al., 2019) (Adel Alipour; Oriji; Zincir-Heywood, 2022).

9. hora_media_post (Horario médio das postagens da conta): verifica se ha
um padrao fixo de horario de postagem, algo que pode indicar automacgao.

10.intervalo_medio_post (Tempo médio entre postagens da conta, em
minutos): bots frequentemente possuem intervalos curtos e regulares entre
postagens, enquanto humanos tendem a ter variagao maior.

11. posts_dia_util (Numero de postagens feitas em dias uteis (segunda a
sexta)): bots podem ter atividade constante, independentemente do dia da semana,
enquanto humanos tendem a publicar mais em determinados dias.

12. posts_fim_de_semana (Numero de postagens feitas no sabado e

domingo): verifica se a atividade da conta muda no final de semana.
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A analise dessas variaveis permitiu identificar caracteristicas de automagao,
como o uso de textos repetitivos e o compartilhamento excessivo de links; horarios de
atividade das contas, permitindo identificar padrées previsiveis tipicos de bots.

d. Features Textuais: comprimento médio dos posts, numero de palavras e
caracteres, diversidade de vocabulario, uso médio de hashtags, links, mengodes, sinais
de pontuacéo e letras maiusculas (Aguilera et al., 2023) (Ferrara et al., 2016).

13.tamanho_medio_post (Média do comprimento das postagens em
caracteres): ajuda a identificar contas que publicam mensagens curtas e repetitivas
(caracteristica comum de bots) ou posts mais longos e variados.

14.media_caracteres (Média do numero de caracteres por postagem):
semelhante a tamanho_medio_post, mas calculada a partir de todas as postagens da
conta.

15. media_palavras (Média do numero de palavras por postagem): bots
podem usar frases curtas e repetitivas, enquanto humanos escrevem textos mais
variados.

16. diversidade_vocabulario (Média da diversidade do vocabulario da
conta): calculada como a relag&o entre palavras unicas e total de palavras usadas em
postagens. Bots geralmente apresentam vocabulario limitado.

17. media_hashtags (Média de hashtags usadas por postagem): bots podem
utilizar muitas hashtags para impulsionar engajamento.

18.media_links (Média de links por postagem): bots frequentemente
compartilham links externos para disseminar conteudo automaticamente.

19.media_mentions (Média de mengdes a outras contas por postagem): bots
podem mencionar muitos usuarios para gerar engajamento artificial.

20. media_exclamacoes (Média de pontos de exclamag&o usados por
postagem): o uso excessivo de exclamagdes pode indicar padrées automatizados de
escrita emocional.

21.media_interrogacoes (Média de pontos de interrogacdo usados por
postagem): captura padrdes linguisticos comuns em postagens automaticas.

22. taxa_maiusculas (Proporgdo média de letras maiusculas por postagem):

bots podem utilizar muitas letras maiusculas para chamar atengao.
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23. media_pontuacao_excessiva (Média de uso de pontuacdo repetitiva

como "II" ou "..."): a presenca frequente de pontuacdo exagerada pode ser um

indicativo de automacéo.

e. Features Relacionadas a Emojis e Sentimento: média de emojis por post e
polaridade emocional média das postagens, a ser calculada por meio da biblioteca
TextBlob. (Ferrara et al., 2016) (Balestrucci et al., 2019).

24. media_emojis (Média de emojis usados por postagem): bots podem ter
padrdes especificos de uso de emojis, como emoji unico repetido ou auséncia total de
emojis.

25. media_sentimento (Média da polaridade do sentimento das postagens):
analisada com o TextBlob, essa variavel captura a tendéncia emocional das
postagens. Bots podem ter polaridade extrema (muito positiva ou negativa) ou neutra
(Ferrara et al., 2016).

f. Features de repeticdo e legibilidade: proporcédo de postagens repetidas,
frequéncia de vocabulos cientificos e indice médio de legibilidade (Flesch), calculado
com a biblioteca TextStat (Balestrucci et al., 2019) (Aguilera et al., 2023).

26. taxa_posts_repetidos (Proporcédo de postagens repetidas dentro da
conta): bots frequentemente publicam o mesmo conteudo varias vezes, enquanto
humanos tendem a criar textos mais variados.

27. media_palavras_cientificas (Média de palavras associadas a temas
cientificos): calculada a partir da presenca de palavras-chave como "pesquisa",
"artigo" e "cientifico". Ajuda a identificar bots focados em disseminagéo cientifica.

28. media_legibilidade (Média do indice de legibilidade de Flesch das
postagens): calculada com o TextStat, esse indice mede o quéao facil um texto € de

ser lido. Bots podem gerar textos muito simples ou extremamente complexos.

g. Features baseadas na coluna NOME (nome do usuario exibido): (nome do
usuario exibido): caracteristicas morfologicas e visuais do nome, como tamanho,
numero de palavras, proporgao de letras maiusculas, presenga de numeros, emojis e
nivel de entropia (aleatoriedade) (Ferrara et al., 2016; Balestrucci et al., 2019). Para

essa identificagao foram utilizadas as fungdes nativas do Python emoji e math.
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29. tamanho_name (Numero total de caracteres no nome): pode indicar
nomes curtos ou longos, comuns em usuarios automatizados.

30. quantidade_palavras_name (Numero de palavras no nome): bots
tendem a ter menos palavras ou nomes sem estrutura comum.

31. maioria_maiuscula_name (Proporcédo de letras maiusculas no nome):
um valor alto pode indicar formatacdes ndo naturais.

32 contém_numeros_name (Indica (1/0) se 0 nome contém ao menos um
numero): nuUmeros S840 Menos cComuns em nomes reais.

33. entropia_name (Medida da aleatoriedade dos caracteres do nome): alta
entropia pode indicar strings geradas automaticamente.

34. contém_emoji_name (Indica (1/0) se 0 nome contém emoji): emojis sao

mais comuns em perfis informais ou promocionais.

h. Features baseadas na coluna ACCOUNT (nome de usudrio / @handle):
medidas estruturais e padrdes de formatacido do nome de usuario, como numero de
digitos, proporgdo de caracteres especiais, entropia, presenga da palavra "bot" e
repeticdo de caracteres. Usa a biblioteca re para expressdes regulares e bibliotecas
padrdao como math (Balestrucci et al., 2019).

35. tamanho_username (Numero total de caracteres no username): bots
podem usar strings curtas ou muito longas.

36. digitos_username (Contagem de digitos (0-9) no username): muitos
digitos podem indicar geragcdo automatizada.

37. letras_username (Numero de letras (a—z, A—Z) no username): pode ser
usada para calcular proporcdes de letras.

38. especial_username: quantidade de caracteres especiais (que nao sao
letras nem numeros).

39. proporcao_digitos_username (Proporgéo de digitos em relagéo ao total
de caracteres do username): Util para medir “robotizacéo”.

40.tem_numeros_fim_username: indica (1/0) se o username termina com
numeros, 0 que é comum em nomes gerados automaticamente.

41.contém_bot_username: indica (1/0) se a palavra "bot" aparece no
username. Indicador direto de automacao.

42. entropia_username (Medida de entropia do username): nomes muito

aleatorios tendem a ter alta entropia.
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43. tem_repeticoes_username (Indica (1/0) se ha caracteres repetidos
consecutivos no username): padrées como "aa", "zz", etc., podem sugerir geragéo

automatica.

i. Features de similaridade entre nome (NOME) e username (ACCOUNT): avaliam
a coeréncia entre o nome completo e o username por meio de métricas de similaridade
de caracteres (Jaccard e Levenshtein) e verificagdo de abreviagdo. Utiliza as
bibliotecas difflib, collections, e fungdes personalizadas de comparagao (Ferrara
2017; Arroyo-Machado; Herrera-Viedma; Torres-Salinas, 2023).

44 similaridade_jaccard: similaridade entre os conjuntos de caracteres de
nome e username. Mede sobreposicdo dos caracteres.

45 similaridade_levenshtein (Similaridade com base em edi¢do
(Levenshtein): avalia o qudo semelhante s&o nome e username em termos de
insergoes, delecdes e substituigdes.

46.username_é_abreviagao (Indica (1/0) se o username € uma abreviagao

plausivel do nome). Reflete coeréncia entre os dois campos.

AplOs a etapa de processamento, os dados foram agregados por conta,
resultando em um unico registro por usuario, contendo 46 de features representativas
de suas caracteristicas comportamentais, textuais, temporais e de perfil. O resultado
dessa agregacao foi salvo no arquivo DAD_14_DadosFeatures Treinamento.xlIsx,
que passou a constituir a base principal para o treinamento dos modelos de
aprendizagem de maquina.

As features extraidas foram consolidadas em uma matriz final (df_final),
estruturada para representar cada conta como uma instancia unica no conjunto de
dados. Essa matriz serviu como entrada para os algoritmos de detecgao de bots,
possibilitando a identificagdo de padrbes preditivos capazes de distinguir, de forma

automatizada, perfis humanos de contas automatizadas.

3.4.3.2 (ll.c.2) Modelagem do Modelo de Aprendizagem de Maquina para
classificagdo de contas do X baseado no XGBOOST

Com a base de dados processada e o modelo definido, teve inicio a segunda
etapa da pesquisa: o treinamento do classificador. Essa fase corresponde ao PASSO
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dois (2), que integra o script em Python ALG_09_Pipeline_XGBoost.PY, responsavel
por operacionalizar toda a pipeline de modelagem.

O processo de construcao do classificador envolveu diversas etapas, incluindo
0 pré-processamento realizado previamente, a divisdo dos dados em conjuntos de
treino e teste (executada no ALG_09_Pipeline_XGBoost - PASSO 1), o treinamento
inicial do modelo, a aplicagao de técnicas para lidar com o desbalanceamento entre
classes — com énfase na correta identificacdo da classe minoritaria (bots) —, além
da posterior otimizagao de hiperparametros.

Ao final do processo, o modelo foi utilizado para classificar as 361.000 contas
coletadas, buscando maximizar sua capacidade preditiva e a distingdo precisa entre
contas humanas e automatizadas. A seguir, sdo detalhados os procedimentos
executados, os ajustes aplicados e os resultados alcangados nessa etapa da

pesquisa.

a. Pré-processamento e preparagao dos dados

Inicialmente, foram carregados 0s dados processados
(ALG_09_Pipeline_XGBoost - PASS02), que continham diversas features extraidas
das contas de redes sociais. Durante o pré-processamento, foram realizados os
seguintes ajustes essenciais:

o Tratamento de valores ausentes:
o Para colunas numéricas, os valores ausentes foram preenchidos com a
meédia da coluna correspondente.
o Para colunas categoricas, utilizamos a moda (valor mais frequente) ou
uma string vazia.
o Conversao da variavel-alvo (CLASSFINAL):
o As classes foram convertidas para valores numéricos, em que "Humano"
foi representado como 0 e "Bot" como 1.

. Separacgéo entre features (X) e variavel-alvo '8(y):

8 Atributo que representa o resultado a ser previsto pelo modelo; neste estudo, corresponde a
indicagao de uma conta como bot (classe positiva) ou ndo bot (classe negativa).
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o Remogéo das colunas irrelevantes como identificadores (ACCOUNT,
NOME) para garantir que apenas as caracteristicas relevantes fossem
utilizadas no treinamento do modelo.

ApOs essa etapa, a distribuicdo das classes foi entdo analisada, revelando um
desequilibrio significativo, com uma predominancia de contas humanas em relagao as
contas de bots. Esse fator foi determinante para as escolhas metodoldgicas
subsequentes, uma vez que o desbalanceamento impacta diretamente o desempenho
do modelo, podendo leva-lo a favorecer a classe majoritaria. Com o objetivo de mitigar
esse efeito, foram adotadas estratégias especificas de balanceamento, conforme
detalhado ao longo deste trabalho.

Antes do treinamento, os dados passam por etapas de pré-processamento:
valores ausentes sdo imputados (preenchidos com a média) e todas as variaveis séo
padronizadas (normalizadas) para evitar que discrepancias de escala impactem o
modelo.

b. Definigao dos hiperparametros

Para que um modelo de inteligéncia artificial apresente bons resultados, é
fundamental ajustar corretamente seus hiperparametros, que séo configuragdes
internas definidas antes do inicio do treinamento e que controlam como o algoritmo
aprende. Diferentemente dos parametros comuns — que o préprio modelo ajusta
automaticamente durante o processo de aprendizagem — os hiperparametros
precisam ser definidos pelo pesquisador, podendo influenciar diretamente a preciséao,
a velocidade e a capacidade de generalizagdo do modelo. No caso desta pesquisa,
foi utilizado o algoritmo XGBoost, amplamente reconhecido por seu desempenho em
tarefas de classificagdo. Ajustes criteriosos foram realizados para reduzir o
sobreajuste (quando o modelo “decora” os dados de treino e perde a capacidade de
prever novos casos) € melhorar a capacidade preditiva (habilidade de fazer previsdes
corretas em dados inéditos). O Quadro 3 apresenta, de forma organizada, os
principais hiperparametros adotados, seus valores e uma breve descrigao funcional,
permitindo compreender como cada configuragéo contribuiu para o desenvolvimento
do modelo e para lidar com o desafio do desbalanceamento entre classes presentes
na base de dados. Assim, os hiperparametros foram ajustados para reduzir o

sobreajuste e melhorar a capacidade preditiva do modelo.
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O Quadro 3 apresenta os principais hiperparametros do algoritmo XGBoost

utilizados no desenvolvimento do modelo de classificacdo proposto nesta pesquisa.

Para melhor visualizagao, estdo organizados em trés colunas: 0 nome do parametro,

o valor utilizado durante o treinamento do modelo e uma descricdo funcional de cada

parametro.

Quadro 3 - Quadro de sintese dos hiperpardmetros configurados no algoritmo XGBoost,
apresentando os valores adotados e a respectiva descricdo de sua fungao, no contexto da solugao
desenvolvida para a classificagdo de contas automatizadas no X

Parametro Valor Utilizado |Descrigao
Objective binary:logistic De'fme que o prot_)!ema é de classificagao binaria com
saida em probabilidade. ]
b Pontuacao inicial para todos os exemplos. Util para
ase_score None
- bases desbalanceadas extremas.
Booster None T||p0 de rlnodelo base (‘gbtree’, 'gblinear’, 'dart’). Padrao
€ 'gbtree’.
Lista de fungdes de callback durante o treino, como
Call-backs None .
salvar checkpoints.
colsample_bylevel None Proporgao de features por nivel em cada arvore.
colsample_bynode None Proporgao de features por né em cada split.
colsample_bytree 0.7 Proporcao de features amostradas para cada arvore.
Device None Define o uso de CPU ou GPU.
. Numero de rounds sem melhora antes de parar o
early_stopping_rounds | None .
treinamento (requer eval_set).
enable_categorical False Habilita o uso nativo de variaveis categoricas.
. Métrica de avaliagdo: AUC da curva de Preciséo-
eval_metric aucpr ~
Revocagéao.
feature_types None Tipos de features como 'float', 'categorical'.
Ganho minimo necessario para fazer um split. Ajuda a
Gamma 2 :
regularizar.
. Politica de crescimento da arvore (‘depthwise’,
grow_policy None . o
lossguide').
importance_type None Critério para calculo da importancia das features.
interaction_constraints | None Restrigdes nas interagdes entre variaveis.
learning,_rate 003 Taxa de aprendizado. Controla o impacto de cada
arvore.
. Numero maximo de bins usados no histograma para
max_bin None .
— splits.
max_cat_threshold None Limiar maximo para categorias ao usar uma-hot.
Numero maximo de categorias convertidas para one-
max_cat_to_onehot None hot
max_delta_step None Passo maximo de ajuste de peso por arvore.
Profundidade maxima das arvores. Controla a
max_depth 3 )
complexidade.
Numero maximo de folhas (usado com
max_leaves None Co C
grow_policy="lossguide").
min_child_weight 5 Peso minimo de amostras para uma folha ser criada.
Missing nan Valor considerado como ausente (NaN).
monotone_constraints | None Impde restricbes de monotonicidade.
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multi_strategy None Estratégia para classificagao multiclasse.
n_estimators 200 Numero de arvores (iteragoes).
n_jobs None Numero de threads para paralelizagao.
num_parallel_tree None Numero de arvores paralelas por rodada.
random_state 42 Semente de aleatoriedade para reprodutibilidade.
reg_alpha None Regularizagdo L1 (lasso).
reg_lambda None Regularizagado L2 (ridge).
sampling_method None Método de amostragem (‘uniform’, 'gradient_based').
scale_pos_weight 15.75826086956 | Peso da classe positiva para lidar com

= 5218 desbalanceamento.
subsample 0.8 Proporgcao de amostras usadas por arvore.
tree_method None glgl?iil:rir;?)fje construcao de arvore (‘auto’, 'hist',
validate_parameters None Valida os parametros ao iniciar o modelo.
Verbosity None Nivel de logging (O=silencioso, 3=detalhado).
use_label_encoder False Evita uso do codificador interno de rétulo (obsoleto).

Fonte: Dados de Pesquisa

Para mitigar os efeitos do desbalanceamento entre as classes, foi utilizado o
parametro scale_pos_weight do XGBoost, que ajusta a penalizagao atribuida a classe
minoritaria (bots) durante o treinamento. Conforme recomendado na documentagao
oficial do XGBoost (XGboost Developers, 2022), o valor sugerido para esse parametro
€ dado pela razdo entre o numero de instancias da classe majoritaria (negativa) e o
numero de instancias da classe minoritaria (positiva), conforme expressa na féormula:

Scale_pos_weight = sum(n_negativas) / sum(n_positivas).»

Esse ajuste tem como objetivo compensar a desproporgéo entre as classes,
atribuindo maior peso as amostras da classe menos representada, o que reduz o viés
do modelo em favor da classe dominante. A divisdo dos dados foi realizada em
conjuntos de treino (70%) e teste (30%), assegurando a preservagao da proporgéo
original das classes por meio da estratégia de estratificac&o (stratify=y).

3.4.3.3 (ll.c.3) Processo de treinamento e otimizagdo do modelo XGBOOSTS

O processo de treinamento e otimizacdo do modelo XGBoost constitui uma
etapa fundamental no desenvolvimento da solugao proposta, uma vez que define os
parametros e ajustes necessarios para alcangar o melhor desempenho preditivo.

Nessa fase, busca-se equilibrar a capacidade de generalizagdo do algoritmo com a

19 Onde n_negativos é o nimero de amostras da classe majoritaria e n_positivos da classe minoritaria.
Esse ajuste é especialmente util em contextos de classificagdo binaria com forte desbalanceamento.
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minimizacao de erros de classificacdo, por meio da calibragéo de hiperparametros e
da avaliagdo sistematica de métricas de desempenho. Assim, o procedimento nao
apenas garante maior robustez ao modelo, mas também contribui para a adequacéao

da técnica ao contexto especifico da detecgao de contas automatizadas no X.

a. Divisao dos dados e avaliagao inicial

Para a construcdo do modelo de classificacao, foi realizada a divisdo dos dados
em dois subconjuntos: um destinado ao treinamento (70%) e outro a validagao (30%).
A divisdo preservou a proporg¢ao original entre as classes da variavel-alvo, por meio
da técnica de estratificacao (stratify=y), assegurando a representatividade da classe
minoritaria.

A avaliagao inicial do modelo foi realizada utilizando os hiperparametros padrao
do algoritmo XGBoost, com o objetivo de estabelecer uma linha de base para
comparagcao com modelos otimizados. Os principais indicadores de desempenho a
serem considerados incluem acuracia, recall e precisdo da classe minoritaria,

permitindo avaliar se 0 modelo apresenta viés para a classe maijoritaria.

b. Estratégias para mitigagao do desequilibrio de classes
Dado o desequilibrio entre as classes da variavel-alvo, foi realizada a aplicacao
de estratégias especificas para aumentar a sensibilidade do modelo a classe
minoritaria, mantendo niveis aceitaveis de desempenho global. As técnicas a seguir
foram consideradas:

¢ Ajuste do pardmetro scale pos weight: Calculou-se a razao entre o nimero de

instancias da classe majoritaria e da classe minoritaria, configurando o
parametro scale_pos_weight com esse valor. Essa abordagem visa reduzir o
viés do modelo, atribuindo maior peso a classe com menor representatividade,
incentivando o algoritmo a prestar maior atengao a ela durante o processo de
treinamento.

e Ajuste de hiperparametros do XGBoost: Modificaram-se o0s seguintes

hiperparametros do modelo, com o objetivo de melhorar sua capacidade de

generalizagao e evitar sobreajuste?’:

20 Sobreajuste (overfitting) ocorre quando o modelo aprende padrdes especificos demais do conjunto
de treino, incluindo ruidos ou flutuagdes aleatérias, perdendo capacidade de generalizagdo para novos
dados. O XGBoost oferece diversos hiperparametros para mitigar esse problema, como max depth,
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o learning_rate: Redugao para valores menores (ex.: 0.05), a fim de
permitir um aprendizado mais progressivo e refinado;

o max_depth: Limitacdo da profundidade das arvores (ex.: 4), para
controle da complexidade do modelo;

o subsample e colsample_bytree: Definicdo de valores intermediarios
(ex.: 0.8), promovendo regularizagao adicional por meio da amostragem
parcial de observagoes e variaveis.

e Implementacido de Early Stopping: Durante o treinamento, utilizou-se o recurso

de parada antecipada (early stopping), com avaliagdo periddica do
desempenho do modelo no conjunto de validagdo. Caso nao sejam observadas
melhorias apds um numero predefinido de iteragdes consecutivas (ex.: 10), o
processo de treinamento deve ser interrompido automaticamente. Essa técnica
utilizada contribui para a preveng¢ao do sobreajuste, garantindo maior robustez

do modelo.

c. Ajuste fino para equilibrio entre recall e precisao
ApOs a aplicagao das estratégias iniciais para mitigagdo do desequilibrio entre
classes, tornou-se necessario realizar um ajuste fino do modelo, de modo a otimizar
simultaneamente sua capacidade de identificar corretamente instancias da classe
minoritaria e minimizar o numero de classificagdes incorretas. Essa etapa buscou
encontrar um ponto de equilibrio entre a sensibilidade do modelo a classe minoritaria
(recall) e a reducédo de falsos positivos (precisdo), por meio de ajustes adicionais no
processo de modelagem. Desta forma, foram adotadas as seguintes agdes:
e Refinamento de hiperparametros: realizagdo de novos testes com variacdes
mais sutis nos parametros anteriormente definidos;
e Ajuste do limiar de deciséo (threshold): avaliagdo do desempenho do modelo
com diferentes valores de corte para a probabilidade predita (ex.: entre 0.4 e
0.5), a fim de identificar o ponto 6timo de balanceamento entre recall e preciséo.
Durante o processo experimental, foram conduzidos diferentes testes com o
objetivo de otimizar o desempenho do modelo de inteligéncia artificial baseado no

algoritmo XGBoost. A principal meta foi maximizar a capacidade de deteccéo da

subsample, colsample bytree e learning rate, que atuam diretamente no controle da
complexidade do modelo (XGboost Developers, 2022).
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classe minoritaria (bots), enfrentando os desafios tipicos de desbalanceamento de
classes presentes em cenarios altmétricos.

Inicialmente, o modelo foi avaliado utilizando o threshold padrao de 0,5. Nessa
configuragéo, obteve-se um F1-score de 0,5359 e recall de 0,4534 para a classe bot,
com acuracia global de 95,30%. Apesar da elevada acuracia, os resultados
evidenciaram um viés na classificagdo, com desempenho significativamente superior
na deteccao de contas humanas.

Buscando aumentar a sensibilidade do modelo para contas automatizadas, foi
realizado um segundo teste com threshold ajustado manualmente para 0,75. No
entanto, os resultados permaneceram praticamente inalterados em relagdo ao limiar
padrao, sugerindo que ajustes manuais nao seriam suficientes para romper o viés de
classificagao.

A fim de superar essa limitagdo, foi aplicada a técnica de otimizagdo do
threshold com base na curva de precisao e revocagao (precision-recall curve). Essa
abordagem identificou como ponto étimo o limiar de 0,82, valor que maximiza o F1-
score da classe minoritaria. Com essa calibragem, o modelo passou a apresentar um
F1-score de 0,5479 e recall de 0,5789 para bots — representando um ganho real na
sensibilidade da detecgdo. Embora tenha ocorrido uma ligeira queda na acuracia
global (para 94,29%), o valor da area sob a curva ROC (ROC AUC) foi de 0,9392, o
que demonstra excelente capacidade discriminativa. O indice Kappa de 0,5175
reforgca a robustez do modelo, sugerindo concordancia moderada entre predigéo e
rotulo real.

Visando ainda aprimorar a performance do modelo, foram conduzidos testes
com diferentes conjuntos de variaveis preditoras: 05, 10, 15, 20, 25, 30, 35, 40,45 e
46 features. A estratégia adotada baseou-se na selegdo de atributos com maior
importancia explicativa segundo os valores SHAP (SHapley Additive exPlanations),
mantendo a configuragcdo dos hiperparametros constante, bem como a divisdo dos
dados de treino e teste. A Tabela 2 apresenta o comparativo dos resultados de
desempenho do modelo XGBoost treinado com diferentes conjuntos de variaveis
preditoras: 05, 10, 15, 20, 25, 30, 35, 40, 45 e 46 features. Sao exibidas métricas
fundamentais para a avaliacdo de modelos de classificacdo binaria.
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Tabela 2 — Comparativo dos resultados com 05,10, 15, 20, 25, 30, 35, 40, 45 e 46
variaveis preditoras (features)

o 8o | Tgeoroi | Fiseere] ocll | Precsion | noc auc | kappa | Aceurae
05 variaveis 0,82 0,4831 0,5789 0,4245 0,9269| 0,4440 0,9259
10 variaveis 0,87 0,5249 0,4899 0,5654 0,9355| 0,4970 0,9470
15 variaveis 0,84 0,5296 0,5425 0,5174 0,9382| 0,4990 0,9424
20 variaveis 0,84 0,5267 0,5182 0,5356 0,9372| 0,4972 0,9443
25 variaveis 0,87 0,5309 0,4696 0,6105 0,9382| 0,5052 0,9504
30 variaveis 0,82 0,5399 0,5749 0,5090 0,9387 | 0,5088 0,9414
35 variaveis 0,79 0,5371 0,6154 0,4765 0,9390| 0,5036 0,9366
40 variaveis 0,87 0,5397 0,4818 0,6134 0,9386| 0,5141 0.9509
45 variaveis 0,82 0,5426 0,5668 0,5204 0,9396( 0,5122 0,9429
46 variaveis 0,82 0,5479 0,5789 0,5200 0,9392| 0,5175 0,9429

Fonte: Dados de Pesquisa (2025).

Nos experimentos com numero reduzido de variaveis (5 a 15), verifica-se uma
oscilacdo entre recall e precisdo. O modelo com cinco variaveis alcangou recall
elevado (0,5789), mas acompanhado de baixa precisao (0,4245), o que indica uma
tendéncia a identificar a maior parte das contas automatizadas ao custo de aumentar
a incidéncia de falsos positivos. A medida que o nimero de variaveis aumenta para
10 e 15, observa-se um equilibrio mais favoravel entre precisio e recall, aproximando-
se de um ponto de maior estabilidade. Essa transicdo sugere que o acréscimo de
variaveis relevantes amplia a capacidade do modelo em distinguir com mais
seguranca entre classes, reduzindo a sobreposi¢cao de padrodes.

Nos cenarios intermediarios, especialmente entre 20 e 30 variaveis, 0s
resultados tornam-se mais consistentes. O conjunto de 25 variaveis destacou-se pela
obtencao da maior preciséo (0,6105), ainda que a custa de uma redugao no recall
(0,4696). Essa configuragdo mostra-se particularmente util em situagées em que a
prioridade é minimizar a ocorréncia de falsos positivos, privilegiando classificagbes
mais conservadoras. Ja o modelo com 30 variaveis, em contrapartida, apresentou
recall elevado (0,5749) e precisdao estavel (0,5090), o que favorece aplicagdes
voltadas a deteccdo ampliada de bots, mesmo que com algum aumento de falsos
positivos.

Com a ampliagdo do numero de variaveis para 35 a 45, o desempenho do
modelo atinge maior maturidade. O cenario de 35 variaveis, por exemplo, resultou no
recall mais elevado de todos (0,6154), revelando-se particularmente eficaz em

contextos em que é critico ndo deixar bots passarem despercebidos. Entretanto, tal
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desempenho foi acompanhado por uma redugao na precisao (0,4765), o que implica
em maior risco de sobreclassificacdo. Em contraste, o cenario de 40 variaveis
apresentou o efeito inverso, com alta preciséo (0,6134) e recall inferior (0,4818),
reforgando a ideia de que a escolha do modelo deve considerar o trade-off entre essas
métricas, em fungao dos objetivos analiticos.

A avaliagdo comparativa dos modelos com diferentes quantidades de
variaveis preditoras evidencia a consisténcia do desempenho do XGBoost,
independentemente da dimensionalidade do conjunto de features. Observa-se que o
valor da métrica ROC AUC manteve-se elevado em todos os cenarios (= 0,93-0,94),
indicando robustez da capacidade discriminativa do classificador. De forma
semelhante, a acuracia global apresentou variagdo pouco expressiva, situando-se
entre 0,9259 e 0,9509, o que sugere estabilidade na classificagao geral entre contas
humanas e automatizadas. Contudo, ao aprofundar a analise nas métricas
direcionadas a classe minoritaria (bots), emergem diferencas relevantes que orientam
a escolha do modelo mais adequado em fungéo da estratégia de aplicagao.

Por fim, o modelo com 46 variaveis consolidou-se como a configuragao mais
equilibrada e robusta, apresentando os melhores valores combinados de F1-score
(0,5479), recall (0,5789), precisdo (0,5200) e coeficiente Kappa (0,5175). Esses
resultados indicam ndo apenas a capacidade do modelo em capturar de maneira
consistente as nuances da classe bot, mas também maior concordéncia além do
acaso, o que é fundamental para analises em larga escala. Assim, a comparagao
demonstra que, embora cenarios intermediarios (25 ou 35 variaveis) possam ser uteis
em aplicacdes especificas — respectivamente, quando se busca maior precisdo ou
maior sensibilidade —, a configuragédo com 46 variaveis oferece o desempenho mais
robusto em termos gerais, sendo a mais indicada para aplicagcbes em contextos de
monitoramento altmétrico.

Esses resultados confirmam que, para o objetivo especifico de identificar bots
— uma tarefa de alta complexidade em contextos altmétricos —, a utilizagdo de um
conjunto mais amplo e cuidadosamente selecionado de variaveis tende a favorecer o
equilibrio entre sensibilidade e precisao.

A diferenca observada entre os testes das variaveis reforga a importancia da
riqgueza de atributos no mapeamento de padroes comportamentais sutis,
caracteristicos de bots, conforme discutido por Varol et al. (2017) e Ferrara et al.

(2016). Além disso, a estabilidade dos resultados com os thresholds otimizados (0,82
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e 0,84) demonstra que a calibragem do limiar de decisdo € uma etapa necessaria para
maximizar o desempenho na classe minoritaria, sem comprometer significativamente
a acuracia geral.

Esses achados comprovam a relevancia de estratégias de otimizagdo que
combinem ajuste do threshold, balanceamento das classes por meio do parametro
scale_pos_weight, e selecéo criteriosa de variaveis preditoras. Tais estratégias s&o
determinantes para o sucesso da classificacdo automatizada em ambientes
altmétricos, especialmente diante da crescente sofisticacdo dos comportamentos
automatizados nas redes sociais (Varol et al., 2017; Pozzana; Ferrara, 2020);
Madahali; Tian, 2023).

Por fim, o modelo, o escalador, o imputador, o threshold ideal e a lista das 46
melhores features sdo salvos como arquivos.pkl, que permitem a reutilizagao futura.
Um relatério em PDF é gerado automaticamente, contendo graficos explicativos
(matriz de confusdo, importancia das variaveis, desempenho do modelo) e um

sumario textual das métricas, servindo como documento técnico e suporte a tese.

3.4.3.4 (ll.c.4) Classificagé&o das contas

Com o modelo de aprendizado de maquina devidamente treinado e validado,
e com o dataset de treinamento consolidado, procedeu-se a aplicacdo do modelo
sobre o conjunto de contas coletadas. Nessa etapa, as contas foram automaticamente
classificadas de acordo com o tipo de usuario, distinguindo-se entre perfis humanos e

automatizados (bots). Essa etapa é constituida pelos passos 3 e 4.

Passo 3 — Extracao das 46 features para novas contas

Com o modelo treinado, a terceira etapa consiste em aplicar exatamente os
mesmos processos de extragdo de variaveis a um novo conjunto de dados — agora
composto por contas que nao pertenciam ao dataset de teste/treinamento.

Os arquivos utilizados como entrada foram:

e DAD_17_Contasintegralizado.xIsx: base de dados das novas

contas.
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e DAD_18_Postsintegralizado.xIsx: base contendo os posts feitos por

essas novas contas.

O mesmo conjunto de transformagbes e calculos descrito no Passo 1 foi
executado. Foram novamente extraidas caracteristicas textuais, métricas temporais,
estruturais e sintaticas, além de medidas linguisticas, de legibilidade e de similaridade
entre nome e identificador da conta.

Essas variaveis s&o reunidas em uma base de dados chamada

DAD_19 DadosFeaturesNovasContas.xIsx, pronta para ser submetida ao modelo.

Passo 4 — Classificagao das novas contas

Na ultima etapa, o modelo treinado ¢é utilizado para predizer a probabilidade de
gue cada uma das novas contas seja um bot. Para isso, o script carrega os arquivos
salvos anteriormente:

e MDL_ModeloXgboost.pkl: 0 modelo de machine learning treinado.

e MDL_Scaler.pkl e MDL_Imputer.pkl. os objetos responsaveis por
normalizar e preencher dados ausentes, da mesma forma que no
treinamento.

e MDL_ThresholdOtimo.pkl: o melhor limiar de decisao ja calculado.

e MDL Top46Features.pkl: a lista das variaveis que devem ser
utilizadas.

A base de novas contas é ent&do carregada, e apenas as 46 variaveis esperadas
sao selecionadas. Os dados sao padronizados e enviados ao modelo, que retorna
uma probabilidade para cada conta. Se essa probabilidade ultrapassar o valor de
threshold salvo, a conta é classificada como bot; caso contrario, como humana.

Os resultados finais — com probabilidade prevista, classe binaria e rétulo
textual ("Humano” ou “Bot”) — foram exportados para um arquivo Excel denominado
DAD 20 ClassificacaoNovasContas.xIsx. As analises resultantes dessa
classificagao estdo descritas na seg¢do de Resultados e Discussdes.

Este modelo, composto por quatro grandes etapas, possibilita a construgéo de
uma solugdo completa e reprodutivel para a identificacdo de bots em postagens

académicas no X, com base em atributos linguisticos, comportamentais e estruturais.
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Todo o processo foi documentado, os parametros otimizados foram preservados e os
resultados podem ser interpretados e auditados por meio dos relatorios e graficos
gerados. A estruturagdo cuidadosa dos dados e a explicagao do funcionamento do

modelo tornam essa abordagem cientificamente rigorosa e acessivel.
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4 RESULTADOS E DISCUSSOES

O presente capitulo apresenta os resultados obtidos a partir da aplicacdo dos
procedimentos metodologicos descritos anteriormente, estando norteado pelos
objetivos tragados para esta investigacdo. Inicialmente, sdo expostos os resultados
decorrentes da construcdo de um dataset rotulado e representativo de contas da
plataforma X. Na sequéncia, discutem-se os desempenhos comparativos dos
algoritmos de aprendizado de maquina aplicados a deteccao de bots. Em seguida,
detalham-se as observacdes oriundas da proposicdo de um modelo otimizado com
base no algoritmo XGBoost, sua avaliagdo e a elaboragdo de um protétipo
computacional. Por fim, sdo discutidos os padrées de comportamento e engajamento
identificados entre contas humanas e automatizadas, além da analise das hipoteses
de pesquisa, contemplando evidéncias empiricas e tipos de verificagao aplicados.

41 CONSTRUGCAO DE UM DATASET ROTULADO E REPRESENTATIVO DE
CONTAS DA PLATAFORMA X

A adocdo de critérios de classificacdo consistentes, associados a uma
curadoria manual rigorosa, permitiu o desenvolvimento de uma base de dados que
representa o comportamento dos atores envolvidos na disseminacao cientifica em
ambientes digitais. A aplicagdo da metodologia desenvolvida, resultou na construgéo
de uma base de dados robusta e confiavel para o treinamento supervisionado de
modelos de aprendizado de maquina, contemplando a classificacdo de contas do X
em perfis humanos e automatizados (bots). A base consolidada resultou na
identificacdo de 822 contas de bots, responsaveis por 20.542 postagens, e 12.945
contas humanas, responsaveis por 46.741 postagens.

Para alcangar esse resultado, inicialmente foram integrados diferentes
conjuntos de dados de referéncia: Mongeon, Bowman e Costas (2023), Nishikawa-
pacher (2023) e Maricato e Manso (2022). Embora essas bases ndo permitam, por si
s0s, a identificacdo conclusiva de bots, sua combinacdo com analises de
comportamento fortaleceu significativamente a acuracia da classificagao.

A etapa preliminar de classificacao das contas foi realizada por meio de critérios

automatizados, baseando-se em padrdes objetivos de atividade de postagem. Contas
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com apenas uma publicagdo, realizada ha mais de 150 dias, foram classificadas
automaticamente como humanas, totalizando 6.690 perfis. De modo semelhante,
contas com exatamente duas postagens e intervalo superior a 150 dias entre elas
também foram consideradas como operadas por usuarios humanos, abrangendo
outras 2.094 contas.

As contas que nao atenderam a esses critérios foram submetidas a uma analise
manual, conduzida com base em parametros reconhecidos na literatura especializada
em detecgdo de bots. Para essa etapa, foram adotados critérios qualitativos e
quantitativos extraidos de estudos como os de Varol et al. (2017), Qi et al. (2018),
Pozzana; Ferrara (2020) e Madahali; Tian (2023). Entre os aspectos avaliados
destacam-se: a descri¢cao do perfil, o padréo e a frequéncia de postagens, o numero
de amigos e seguidores, o conteudo textual das publicagbes, o tom das mensagens e
o grau de interatividade com outros usuarios.

Durante o processo de revisdo manual, foram analisadas individualmente 4.983
contas. Desse total, 291 perfis se encontravam inexistentes ou suspensos pela
plataforma X. Nestes casos, a classificacdo foi realizada com base nos dados
anteriores a suspensao, levando em consideracédo o histérico de publicacdes ainda
disponivel.

Além das contas classificadas manualmente ou via regras automaticas, a base
de dados contou com integragées complementares, provenientes de diferentes fontes
de referéncia. Foram incluidas 66 contas previamente identificadas como bots por
sistemas automatizados (AUTODETECT), das quais 57 foram confirmadas como bots
apos verificagdo manual. Também foram integradas 205 contas associadas a
personas humanas reais, bem como 122 perfis oriundos do dataset desenvolvido por
Maricato e Manso (2022), 96 contas provenientes do estudo de Nishikawa-pacher
(2023) e 1.428 contas extraidas do dataset de Mongeon, Bowman e Costas (2023).

Essa etapa de curadoria e integragdo de dados contribuiu para a formagéo de
um conjunto robusto e validado de contas rotuladas, essencial para o treinamento
supervisionado do modelo de inteligéncia artificial proposto nesta pesquisa.

Os resultados apresentados nesta secado oferecem suporte direto a dois
conceitos previamente apresentados neste trabalho: a ideia de que modelos treinados
com dados altmétricos especificos tendem a superar aqueles baseados em dados
genéricos, e a premissa de que bases especializadas sao mais eficazes na tarefa de

classificagdo. A primeira suposicdo encontra apoio na constatacao de que datasets
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amplamente utilizados, como o de Gutiérrez (2020), ndo se mostraram
suficientemente representativos no contexto da divulgagao cientifica.

De forma complementar, observa-se que a curadoria e integragdo de conjuntos
de dados voltados especificamente a altmetria — como as bases de Mongeon,
Bowman e Costas (2023), Nishikawa-pacher (2023) e Maricato e Manso (2022),
favoreceram a formacdo de um dataset mais coerente com o perfil das contas
relevantes, aumentando a capacidade discriminativa dos modelos. Esses achados
reforcam a importancia da utilizacdo de bases customizadas para o treinamento de
classificadores no ecossistema altmétrico, mitigando os riscos associados ao uso
acritico de bases genéricas.

O dataset resultante deste trabalho?' servirda como suporte essencial para o
treinamento e a validacdo dos modelos de aprendizagem de maquina nas etapas

subsequentes desta pesquisa.

4.2 COMPARAGAO DO DESEMPENHO DE DIFERENTES ALGORITMOS DE
APRENDIZADO DE MAQUINA

No desenvolvimento de solugdes baseadas em aprendizagem de maquina, a
escolha do modelo a ser adotado desempenha um papel central na eficacia da
classificagdo. Com o objetivo de selecionar o algoritmo mais adequado para a
detecgdo de bots no contexto altmétrico, foi conduzida uma trajetéria investigativa
composta por estudos sucessivos que analisaram, testaram e compararam diferentes
abordagens de classificagado supervisionada, partindo de métodos tradicionais até
técnicas mais avancadas.

A primeira etapa dessa trajetoria foi apresentada em Pontes e Maricato (2022),
no artigo “Detecgéo de bots que divulgam artigos cientificos no Twitter: contribuicbes
para aprimoramento dos indicadores altmétricos". Nesse estudo, propOs-se um
workflow implementado na ferramenta KNIME para classificar contas como humanas
ou bots, utilizando o algoritmo KNN. Foram analisadas 6.301 contas, das quais 6.094
puderam ser classificadas com base no modelo, resultando em uma distribuicao de

2.900 contas (48%) classificadas como humanas e 3.194 (52%) como bots.

21 Disponivel em: https://zenodo.org/records/17050653
(DATA/DAD_15_DatasetClassificadoManual.xIsx)



121

Em Pontes e Maricato (2023), ampliou-se a investigagdo com o uso da
ferramenta Botometer para classificar 18.316 contas que divulgaram artigos cientificos
na plataforma X. O estudo identificou trés categorias principais de usuarios — bots,
humanos e ciborgues — e revelou que aproximadamente 27% das contas eram
automatizadas, destacando a influéncia significativa desses agentes na construgéo
dos indicadores altmétricos. Esses achados reforcaram a necessidade de desenvolver
mecanismos mais eficazes para filtrar interagdes nao auténticas, a fim de preservar a
integridade das métricas de atencao social.

Posteriormente, em Pontes e Maricato (2024), foi realizada uma analise
comparativa entre trés algoritmos supervisionados amplamente reconhecidos na
literatura: KNN, Arvore de Decisdo (Decision Tree) e Floresta Randémica (Random
Forest). O objetivo foi verificar a acuracia na classificagdo de contas com base em
caracteristicas estruturais dos perfis. O Random Forest apresentou o melhor
desempenho entre os trés, com acuracia superior na classificagdo por categoria. No
entanto, os resultados ainda nao foram considerados plenamente satisfatorios,
acusando a necessidade de testar abordagens mais robustas e sensiveis a
complexidade do fendbmeno investigado.

Nesse sentido, a pesquisa incorporou um novo eixo de analise voltado a
linguagem natural e aos aspectos comportamentais dos usuarios. Em Pontes e
Maricato (2024) foi realizada uma analise de sentimentos com apoio do modelo
ChatGPT, aplicada as postagens de contas com elevado numero de interagbes em
torno de uma publicacao cientifica. O estudo revelou padrdes distintos entre bots e
humanos quanto ao conteudo textual, vocabulario e expressividade emocional.

Essa linha de investigagao foi aprofundada em Pontes e Maricato (2025), que
comparou o desempenho dos modelos ChatGPT 3.5 e Gemini 1.5 Flash na analise
de sentimentos de postagens sobre COVID-19 no X. Foram analisadas 3.493
postagens de 41 contas previamente classificadas como bots ou humanas. Os
resultados refletiram que bots tendem a emitir mensagens mais polarizadas e
negativas, enquanto humanos apresentaram maior neutralidade e consisténcia. Além
disso, os Large Language Models (LLM) se mostraram uteis, ndo apenas na tarefa
classificatéria, mas principalmente como ferramentas para extracdo de features
linguisticas, permitindo capturar aspectos semanticos e interacionais relevantes. A

linguagem natural, nesse contexto, passa a representar uma dimensao fundamental
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para distinguir contas automatizadas, pois reflete nuances da comunicagao
interpessoal que bots ainda tém dificuldade em reproduzir com autenticidade.

Paralelamente, a auséncia de um conjunto de dados rotulados especificos para
bots, voltados a divulgacéo cientifica, exigiu o uso de bases genéricas. Assim, os
experimentos iniciais foram realizados com o dataset disponibilizado por Gutiérrez
(2020) na plataforma Kaggle, composto por 37.437 contas do X rotuladas como “bot’
ou “humano”.

Como desdobramento dessa trajetdria e com base nas limitagdes observadas
nos algoritmos previamente testados, optou-se, nesta tese de doutorado, por
implementar um experimento sistematico comparativo entre os quatro algoritmos
supervisionados: KNN, Arvore de Decisdo, Random Forest e XGBoost. O objetivo foi
testar o modelo mais eficaz para ser utilizado na constru¢gdo de uma solucao
automatizada, capaz de classificar contas da plataforma X entre humanas e bots, com
aplicabilidade direta na filtragem de mengdes altmétricas.

Para garantir isonomia nos experimentos e comparabilidade dos resultados, os
modelos foram treinados e avaliados a partir de um pipeline unificado de pré-
processamento, incluindo tratamento de dados ausentes, normalizacéao,
balanceamento de classes e particionamento estratificado. O XGBoost foi incorporado
por sua reconhecida capacidade de lidar com grandes volumes de dados, alta
complexidade e variaveis ruidosas, além de apresentar mecanismos integrados de
regularizagao e controle de overfitting — caracteristicas particularmente relevantes no
contexto da deteccéao de bots.

A sequir, sdo apresentadas as analises comparativas realizadas entre os quatro
algoritmos avaliados, evidenciando os critérios de avaliagao utilizados, os ajustes de
hiperparametros aplicados e os resultados alcangados com cada abordagem.

A aplicacdo comparativa dos algoritmos supervisionados KNN, Arvore de
Decisao, Random Forest e XGBoost foi realizada por meio do script em python, com
o objetivo de identificar qual deles € mais eficiente para deteccdo de contas
automatizadas (bots) na plataforma X. O experimento utilizou um conjunto de dados
contendo 46 variaveis preditoras relacionadas a atributos textuais, temporais, de perfil,
legibilidade e comportamento das contas e publicagdes, com énfase na capacidade
dos modelos em reconhecer com precisao a classe minoritaria (bots).

Todos os modelos foram treinados e avaliados com base em um conjunto de

dados estratificado, dividido em 70% para treino e 30% para teste. Foi aplicado um
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pipeline unificado de pré-processamento para garantir isonomia nos experimentos.

Valores ausentes foram tratados com imputagao pela média

(Simplelmputer(strategy="mean")) e, quando necessario, os dados foram
normalizados com StandardScaler. O foco principal da avaliacdo foi a classe bot
(rotulada como 1), utilizando as métricas: F1-score, Recall, Precision, Acuracia, AUC
(Area sob a curva ROC) e Coeficiente Kappa de Cohen. O limiar de decisdo
(threshold) foi ajustado com base na curva de precisdo-revocacdo do modelo
XGBoost, sendo definido em 0,82 por apresentar o melhor equilibrio entre Precision e
Recall para bots.

A Tabela 3 sintetiza o desempenho dos modelos testados na identificacéo de
contas automatizadas na plataforma X. Sao apresentadas métricas especificas para
a classe bot — F1-score, recall e precision —, bem como indicadores globais de
robustez e qualidade preditiva, como a area sob a curva ROC (ROC_AUC), o

coeficiente Kappa e a acuracia.

Tabela 3 - Desempenho dos modelos na identificagao de bots na plataforma X, com métricas
especificas para a classe bot e indicadores gerais de acuracia e robustez

Modelo F1_bot | Recall_bot |Precision_bot |ROC_AUC |Kappa |Accuracy
KNN 0.024 |0.012 0.600 0.750 0021 |94.0%
Arvore de 0406 |0.433 0.382 0.694 0366 |92.4%
Decisao

Floresta 0.143 |0.077 1.000 0.933 0135 |94.5%
Randomica

XGBoost 0.548 |0.579 0.520 0.939 0.517 |94.3%

Fonte: Dados de pesquisa (2025)

O primeiro modelo testado foi o KNN, configurado com n_neighbors=5, métrica
padrao e Euclidiana e pesos uniformes. Como o algoritmo é sensivel a escala dos
dados, foi aplicada normalizacdo nos dados de entrada. Apesar do Precision
aparentemente elevado (0,60), o modelo apresentou desempenho extremamente
insatisfatorio, com Recall de apenas 1,21% e F1-score de 0,024, como pode ser
observado na Tabela 3. Isso revela que o modelo raramente identifica corretamente
uma conta automatizada, mesmo com o threshold ajustado. O AUC de 0,749 sugere

alguma capacidade de separacdo, mas que nao se traduz em uma classificagéo
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pratica eficaz. Esses resultados demonstram que o KNN ¢é inadequado para bases de
dados desbalanceadas, como as utilizadas neste estudo.

Em seguida, foi aplicada a Arvore de Decisdo, com os parametros padrdo do
scikit-learn e random_state=42 para reprodutibilidade. Este modelo, por natureza, ndo
exige escalonamento dos dados. A arvore apresentou resultados mais equilibrados
em relagdo ao KNN, com F7-score de 0,406 para a classe bot, Recall de 43,32% e
Precision de 0.38. O valor do Coeficiente Kappa foi de 0.365, espelhando um
desempenho significativamente acima do acaso. Apesar de inferior ao XGBoost, a
Arvore de Decisdo oferece como vantagem adicional a interpretabilidade dos
resultados, podendo ser considerada uma opcdo em contextos em que a
transparéncia do modelo é prioritaria.

A Floresta Randdémica, por sua vez, foi configurada com n_estimators=100,
class_weight=balanced para lidar com o desbalanceamento, e random_state=42.
Também sem necessidade de escalonamento, o modelo apresentou Precision perfeita
(1.000) para a classe bot, mas com um Recall muito baixo (7,69%), resultando em um
F1-score de apenas 0,143. A alta precisao (Precision) denota que os poucos bots que
foram classificados como tal, realmente pertenciam a classe, mas o baixo indice
apresentado no Recall evidencia que a maioria dos bots foi classificada erroneamente
como humana. A AUC de 0,933 sugere que o modelo tem capacidade de distinguir as
classes. O modelo apresentou acuracia global de 94,48% e Kappa de 0.135.

Por fim, foi aplicado o XGBoost, modelo que apresentou o melhor desempenho
global. A configuragao utilizada incluiu max_depth=3, min_child_weight=5, gamma=2,
subsample=0,8, colsample_bytree=0,7, learning_rate=0,03 e n_estimators=200, com
scale_pos_weight ajustado com base na razdo entre classes (bots e humanos). O
modelo foi treinado sobre os dados escalonados, utilizando todas as 46 variaveis
previamente extraidas. O XGBoost obteve F7-score de 0,5479, Recall de 57,89% e
Precision de 0,52 para bots. A AUC foi a mais alta entre os modelos (0.9392), bem
como o Coeficiente Kappa (0,517), externando um equilibrio ideal entre detecg¢ao da
classe minoritaria e controle de falsos positivos. Esses resultados confirmam a
superioridade do XGBoost na tarefa de identificagdo de contas automatizadas neste
cenario, tanto em termos quantitativos quanto em robustez estatistica.

Conclui-se que o XGBoost foi 0 modelo com melhor desempenho entre os
algoritmos avaliados, seguido pela Arvore de Decisdo. A Floresta Randémica

apresentou resultados promissores, embora dependa de ajustes especificos de limiar
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para a adequada identificacdo da classe minoritaria. Ja o KNN demonstrou
desempenho insatisfatério, sendo considerado inadequado para este contexto.

A adocgao do XGBoost justifica-se, ndo apenas pelas limitacées observadas nas
abordagens anteriores, mas também por suas capacidades superiores na modelagem
de padrées comportamentais complexos e sutis. Sua estrutura baseada em gradient
boosting confere elevada sensibilidade a correlagées nao lineares entre variaveis,
caracteristica fundamental para a tarefa de distinguir perfis humanos de
automatizados no contexto da disseminacéo cientifica em redes sociais.

A escolha de um modelo mais robusto contribuiu significativamente para o
aprimoramento metodologico da presente pesquisa, permitindo o desenvolvimento de
estratégias classificatorias mais eficazes e sensiveis as particularidades do ambiente
altmétrico, com implicacdes relevantes para a avaliacdo da atencgao social a produgao
cientifica.

Os resultados apresentados nesta se¢do reforgcam que o algoritmo XGBoost
apresenta desempenho superior na tarefa de classificacdo de contas automatizadas
em comparagdo aos demais modelos testados. A aplicagdo de um pipeline
padronizado e a analise sistematica das métricas revelaram que o XGBoost obteve os
melhores indices de F1-score, Recall, AUC e Coeficiente Kappa, superando
significativamente os algoritmos KNN, Arvore de Decisdo e Floresta Randémica. A
robustez estatistica, aliada a capacidade do modelo de lidar com desbalanceamento
e capturar padrdes complexos em dados heterogéneos, justifica sua adogdo como
solugao central nesta pesquisa. Dessa forma, a hipotese é integralmente sustentada
pelos achados empiricos, reforcando a adequacdo do XGBoost no contexto da
altmetria e da deteccéo de bots.

4.3 MODELO DE INTELIGENCIA ARTIFICIAL OTIMIZADO, COM BASE NO
ALGORITMO XGBOOST, PARA CLASSIFICAR CONTAS

A metodologia desenvolvida para o modelo de inteligéncia artificial baseado no
algoritmo XGBoost, detalhada na sec¢ao 4, foi aplicada conforme descrito no segéo 5.
Essa aplicagao resultou em um classificador com desempenho expressivo na tarefa
de distingcao entre contas humanas e automatizadas (bots) na plataforma X. O modelo
final atingiu uma area sob a curva ROC (ROC AUC) de 0,9392, o que revela excelente

capacidade discriminativa entre as duas classes. Para a classe minoritaria (bots), foi
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identificada uma pontuacao F1 de 0,5479 e um indice Kappa de 0,5175, valores que
notabilizaram concordancia substancial entre os roétulos reais e as predigdes
realizadas pelo classificador. O limiar de decisdo 6timo (threshold) foi calibrado em
0,82, maximizando o desempenho na detec¢ao de bots — foco principal da pesquisa.

Esses resultados reforcam a eficacia do modelo treinado, mesmo em um
cenario de desbalanceamento, em que as contas humanas superam numericamente
as automatizadas. A acuracia geral foi de 94,29%, com alta precisado e recall para a
classe humana (f1-score de 0,9695), mas desempenho moderado para a classe de
bots, refletindo os desafios inerentes a deteccdo automatizada de comportamentos
artificiais.

Esses achados demonstram que a utilizacdo de modelos baseados em
XGBoost, aliados a estratégias de explicabilidade e otimizagado de limiar de decisao,
constitui uma abordagem promissora para a classificagdo automatizada de contas do
X, contribuindo diretamente para a mitigacdo de vieses em indicadores altmétricos e
para a integridade da disseminagéao cientifica em redes sociais.

Quanto a otimizagdo do modelo, a analise comparativa entre conjuntos com 05
a 46 features mostrou que uma redugao excessiva de atributos compromete a
performance, enquanto conjuntos mais amplos e selecionados aumentam a
capacidade discriminativa. Esses achados reforcam a necessidade de modelos
especializados e bases de dados representativas para a deteccéo eficaz de bots em
ambientes cientificos.

Essas descobertas corroboram a literatura recente, segundo a qual a presenga
de bots em redes sociais académicas tende a ser subestimada quando métodos
tradicionais de detecgdo sdo empregados. Demonstram, ainda, a efetividade da
abordagem adotada em aumentar a sensibilidade do modelo para a detecgéo de bots,
corroborando a necessidade de estratégias robustas de balanceamento de classes,
conforme discutido por Varol et al. (2017), Madahali; Tian (2023) e Pozzana e Ferrara
(2020).

4.3.1 Importancia das Features
O Gréfico 1 apresenta um summary plot dos valores SHAP (SHapley Additive

exPlanations), técnica de interpretacdo baseada na teoria dos jogos, utilizada para

explicar os impactos das variaveis preditoras em modelos complexos de aprendizado
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de maquina, como o XGBoost. Esse tipo de visualizagdo demonstra, de forma
integrada, como as caracteristicas comportamentais e de conteudo influenciam a
predicdo de bots, permitindo compreender tanto a importancia quanto o efeito
individual de cada feature na saida do modelo — aspecto fundamental em dominios
como a deteccao de bots em midias sociais, onde comportamentos automatizados
frequentemente se disfargam como humanos.

A visualizagao revela que a variavel QTDPOSTS, representante da quantidade
total de postagens sobre artigos cientificos por conta, é a que exerce maior impacto
preditivo sobre o modelo. Observa-se que valores altos dessa variavel (coloridos em
tons rosados) tendem a empurrar a predi¢cdo para a classe positiva (bot), o que é
coerente com a literatura especializada, pois bots s&o frequentemente programados
para publicar com alta frequéncia. A contribuicdo positiva de valores altos dessa
variavel para a classificagdo como bot exprime que o volume de atividade € um forte
indicio de automacao.

Na mesma diregéo, a variavel media_tempo_entre_posts, que representa o
intervalo médio de tempo entre postagens, apresenta impacto significativo inverso:
valores baixos dessa variavel (ou seja, postagens feitas em curtos intervalos)
aumentam a probabilidade de a conta ser classificada como bot. Isso reforca a ideia
de que a cadéncia de postagem acelerada, muitas vezes incompativel com padrdes
humanos, é uma caracteristica-chave de contas automatizadas.

Outra variavel de destaque é media_exclamacoes, que mede a frequéncia de
uso de pontos de exclamacédo. O uso excessivo de pontuagao enfatica pode denotar
um comportamento automatizado que visa chamar atengdo ou simular entusiasmo
humano, funcionando como um sinal heuristico de persuasao artificial. A variavel
media_seguidores, por sua vez, apresenta forte impacto negativo quando seus
valores s&o baixos, sugerindo que contas com poucos seguidores tendem a ser
classificadas como bots. Isso se deve ao fato de que contas automatizadas
geralmente apresentam baixa atratividade social, sendo seguidas por poucas outras
contas reais.

A variavel media_sentimento, que reflete a polaridade média do grupo de
posts tuitados por uma conta, também tem influéncia consideravel. O modelo exprime
que valores extremos dessa variavel estdo associados a comportamentos
automatizados, o que pode se dever ao fato de que bots sio utilizados para disseminar

conteudo emocionalmente carregado, muitas vezes polarizado, como forma de
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engajamento ou manipulagdo discursiva. Ja QTDDOIS, variavel de contagem que
representa o numero de artigos que uma conta postou, parece representar uma
métrica complementar de atividade, como numero de repostagens ou respostas e se
mostra fortemente relacionada a classificagdo como bot, apontando que padrdes de
interagcdo especificos também s&o preditivos da automacao.

Adicionalmente, variaveis como media_mentions e
quantidade_palavras_name sugerem que a forma como bots interagem (marcando
frequentemente outros usuarios) e como se identificam (com nomes longos ou
complexos) também s&o fatores discriminantes. A variavel media_legibilidade
apresenta forte impacto negativo: textos com baixa legibilidade, uma caracteristica
comum em mensagens geradas automaticamente, influenciam a predicdo de bofts.
Essa evidéncia reforca o papel das métricas linguisticas como discriminadores
eficazes de autoria humana versus automatizada.

Outras variaveis como desvio_tempo_entre_posts, taxa_posts_repetidos e
media_interrogacoes contribuem para o modelo, ao capturar nuances temporais e
estilisticas do comportamento de postagem, evidenciando que padrdes ritmicos e
estilisticos artificiais sao eficazes para separar bots de humanos. Embora o impacto
dessas variaveis seja relativamente menor que o das variaveis mais destacadas, sua
presenca reforgca a robustez do modelo ao considerar aspectos multifacetados da
atividade social on-line.

Por fim, o conjunto de variaveis relacionadas a estrutura dos nomes e
usernames, como entropia_name, letras_username,
proporcao_digitos_username, contém_bot_username e
username_é_abreviagao, demonstra que o modelo também é sensivel a padrées
nominais que frequentemente denunciam a artificialidade de uma conta. Usernames
com alta aleatoriedade, presencga de numeros, abreviagcdes ou termos como “bot” sao
comumente encontrados em contas automatizadas e funcionam como fortes

indicativos de sua natureza ndo humana.



Grafico 1 - Summary plot dos valores SHAP das features geradas
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Fonte: Dados de Pesquisa - PDF_RelatorioModeloXgboost..pdf (2025).
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Em sintese, o grafico SHAP, apresentado no Grafico 1, fornece uma

interpretacdo transparente do processo decisério do modelo de classificagao,

evidenciando que variaveis associadas a frequéncia de postagens, padroes de tempo,

caracteristicas linguisticas e estrutura de nomes sao os principais determinantes para

a identificacdo de bots em redes sociais. A analise reforca a importancia da
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modelagem comportamental e linguistica na construgdo de detectores automaticos de
contas falsas e sobressai como a integracédo de diferentes dominios de atributos —
atividade, textualidade e identidade — contribui para o desempenho preditivo do

modelo.

4.3.2 Avaliagao do Modelo Gerado

Os resultados obtidos com o0 modelo de aprendizado de maquina acusam um
desempenho global robusto, realgado principalmente pela area sob a curva ROC
(AUC ROC) de 0,9392, como pode ser observado na Figura 4. Esse valor sugere
excelente capacidade discriminativa entre as classes "bot" e "humano", demonstrando
que o modelo é altamente eficaz em atribuir escores de probabilidade diferenciados
as instancias de cada classe ao longo de todo o espectro de limiares. Essa
caracteristica é particularmente desejavel em contextos de classificagdo binaria com

forte desbalanceamento, como é o caso da presente aplicacao.

Figura 4 - Relatério de Classificagao — XGBoost

=== RELATORIO DE CLASSIFICACAQ ===

Threshold 6timo (focado em F1 para Bots): 0.82
F1 (classe BOT): 0.5479

ROC AUC: 0.9392

Kappa: 0.5175

Classification Report:

precision recall fl-score support
0 0.9730 0.9660 0.9695 3884
1 0.5200 0.5789 0.5479 247
accuracy 0.9429 4131
macro avg 0.7465 0.7725 0.7587 4131
weighted avg 0.9459 0.9429 0.9443 4131

Fonte: Dados de Pesquisa - relatorio_modelo_xgboost_final 06052025.pdf (2025).

A avaliagdo do modelo XGBoost foi conduzida com foco na otimizagao do F1-
score da classe minoritaria (BOT), utilizando como estratégia a calibragem do limiar
de decisdo. O limiar 6timo identificado foi de 0,82 — superior ao ponto de corte padrao

de 0,5 — o que representa uma escolha metodologicamente adequada diante da
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assimetria entre as classes. Tal ajuste visa mitigar o viés do classificador em favor da
classe majoritaria, favorecendo a sensibilidade do modelo para a detecg¢ao de bots,
mesmo que a custa de certa perda em precisao.

A adogao desse limiar resultou em um F1-score de 0,5479 para a classe BOT,
refletindo um equilibrio entre precisao (0,5200) e revocagéo (recall = 0,5789). Embora
esse desempenho possa parecer moderado, € representativo de uma efetividade
razoavel, dada a proporcéo reduzida da classe de interesse no conjunto de dados
(apenas 247 instancias de um total de 4.131). Em cenarios com classes
desbalanceadas, o F1-score € amplamente reconhecido como uma das métricas mais
adequadas, pois considera simultaneamente os erros do tipo | e Il, oferecendo uma
visdo mais realista da capacidade de generalizacdo do modelo.

A acurécia global obtida foi de 94,29%, um valor elevado, mas que requer
interpretacédo cautelosa, dado que essa métrica pode ser inflacionada em contextos
com predominancia de uma classe. Por esse motivo, foi também calculado o indice
Kappa de Cohen, cujo valor foi de 0,5175. Este coeficiente ajusta a acuracia, levando
em consideracao a classificagcao esperada pelo acaso. Neste caso, aponta para um
nivel moderado de concordancia entre as previsbes do modelo e os rétulos reais — o
que é indicativo de um desempenho confiavel, mesmo sob forte desbalanceamento.

A analise detalhada do relatério de classificacdo confirma essas observagdes.
A classe 0 (HUMANO), amplamente majoritaria, apresenta métricas quase perfeitas:
precisao de 0,9730, revocagao de 0,9660 e F1-score de 0,9695. Ja a classe 1 (BOT),
apesar do desempenho inferior, alcanga resultados satisfatérios, considerando sua
baixa representatividade. As médias macro e ponderada do F1-score (0,7587 e
0,9443, respectivamente) oferecem conclusdes adicionais: enquanto a média
ponderada reflete o dominio estatistico da classe humana no total de instancias, a
média macro equilibra a contribuicdo de ambas as classes, notabilizando que, mesmo
diante do desbalanceamento, o modelo conseguiu preservar uma performance
razoavel na deteccao de bots.

Em sintese, os resultados demonstram que o modelo XGBoost, ajustado por
meio da calibragem do limiar de deciséo, é efetivo para a tarefa de identificagao de
contas automatizadas em redes sociais. A combinacdo de elevada AUC ROC,
concordancia moderada, segundo o indice Kappa e desempenho relativamente
satisfatorio na classe minoritaria, ressalta que o modelo esta ajustado de forma

apropriada as caracteristicas complexas do problema. O uso de métricas
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complementares a acuracia, como F1-score e AUC, revela-se essencial para
avaliagdes criteriosas da performance em cenarios marcados por assimetrias entre
classes e consequéncias praticas relevantes da deteccéo correta.

Ao final do processo, foram salvos todos os artefatos do modelo, incluindo: o
classificador  treinado  (MDL_ModeloXgboost.pkl), o objeto de escala
(MDL_Scaler.pkl), o imputador (MDL_Imputer.pkl), o threshold &timo
(MDL_ThresholdOtimo.pkl) e a lista das 46  features  coletadas
(MDL_Top46Features.pkl). Esses componentes viabilizam a replicagdo do
experimento e sua posterior aplicagdo em novos conjuntos de dados.

Os resultados e as discussdes deste estudo sao apresentados nesta secgao,
organizados conforme os objetivos especificos estabelecidos. Inicialmente, s&o
apresentados os resultados da comparagdo de diferentes metodologias de
aprendizagem de maquina para a classificagdo de contas da plataforma X, de acordo
com o tipo de perfil (bot ou humano). Em seguida, sdo apresentados os resultados e
as devidas analises dos efeitos da utilizagdo de distintos conjuntos de dados de
treinamento sobre o desempenho dos modelos de classificagao.

Também s&o apresentados resultados obtidos com a aplicagédo da metodologia
desenvolvida para construcdo de uma base de dados rotulada, contemplando a
classificagdo das contas por tipo de perfil, a qual serviu de suporte para o
desenvolvimento de um modelo de inteligéncia artificial.

O desenvolvimento do modelo de IA, dedicado a classificacdo automatica de
contas do X, proposto na metodologia (se¢céo 4), € apresentado como resultado na
secao 5, onde sao detalhados os algoritmos e os dados utilizados em cada etapa do
processo, garantindo, assim, a repetibilidade da pesquisa. Nesta ocasi&o, discute-se
sobre as dificuldades e os avancos obtidos.

A analise quantitativa da distribuicdo de contas que compartilham artigos
cientificos permitiu identificar proporcdoes relativas a perfis humanos e bots,
contribuindo para uma melhor compreensao da dindmica de disseminacao cientifica
na plataforma. Além disso, padrées comportamentais especificos foram identificados
em diferentes areas do conhecimento, considerando o tipo de perfil e a categoria de
usuario.

Os resultados obtidos com a implementagcdo do modelo final baseado em
XGBoost e a analise de interpretagdo com SHAP permitem sustentar algumas das

hipéteses formuladas nesta pesquisa. A hipétese HO2 — Bots postam mais que
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humanos, mesmo sendo minoria, segundo a qual bots tendem a publicar com maior
frequéncia do que usuarios humanos, ainda que representem uma minoria no conjunto
analisado. O impacto da variavel QTDPOSTS na classificagao de bots, conforme
evidenciado pelos valores SHAP, confirma essa tendéncia. Adicionalmente, foi
constatado que contas humanas tém menor volume de postagens e foco tematico
mais especifico, sugerindo que contas humanas apresentam menor volume de
postagens e maior especificidade tematica. Tal constatagao foi corroborada pela
anadlise das variaveis media_tempo_entre_posts, media_legibilidade e
media_sentimento. Assim, tais indicadores revelam que contas humanas tendem a
operar com cadéncia mais espagada e conteudo mais legivel, caracteristicas opostas
as observadas nos perfis automatizados.

Por fim, na proxima secao, € apresentado um modelo computacional e um
prototipo funcional como prova de conceito, visando a automacgao da classificagao de

contas com influéncia altmétrica.

4.4 PROVA DE CONCEITO DO MODELO COMPUTACIONAL E PROTOTIPO PARA
AUTOMAGAO DE CLASSIFICAGAO DE CONTAS DO X

O SciBotScan** é um prototipo computacional interativo, baseado em
aprendizado de maquina, desenvolvido com o objetivo de estimar a probabilidade de
uma conta da plataforma X ser automatizada (bof) ou humana, com foco especifico
na disseminagao de artigos cientificos. A proposta se insere no contexto da altmetria
e visa fortalecer a confiabilidade dos indicadores de impacto alternativos ao identificar
comportamentos automatizados na divulgacgéao cientifica. A aplicagao do protétipo esta
inserida no contexto da altmetria, sendo voltada a mitigagao dos efeitos da automacgao
na disseminagao cientifica e na constru¢ao de indicadores de impacto alternativos.

O sistema foi construido a partir de um modelo de aprendizado de maquina
supervisionado, utilizando o algoritmo XGBoost, selecionado por sua alta capacidade
preditiva, robustez a dados desbalanceados e boa interpretabilidade.

O treinamento foi realizado sobre uma base rotulada composta por 13.767
contas, utilizando 46 features preditivas que abarcam quatro grandes categorias:

textualidade das postagens, comportamento temporal, atividade da conta e estrutura

22 Disponivel em: https://scibotscanv3.streamlit.app/
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dos nomes de usuario. A classificagao (bot ou humano) foi obtida a partir da integragéo
de métodos automatizados, validagdes cruzadas com bases reconhecidas da
literatura e inspec&o manual. Ao todo, o dataset continha 822 contas de bots e 12.945
contas humanas, com mais de 67 mil postagens analisadas.

A Figura 5 apresenta a interface do protétipo desenvolvido, denominado
SciBotScan, projetado para a classificagcdo de contas que divulgam publicagbes

cientificas na plataforma X.

Figura 5 - Interface do protétipo para classificagdo de contas (SciBotScan)

Abot detection tool for academic article postings

@ Classifique uma nova conta &=l vs &

Insira os dados da conta e dos posts

Ditas das postagens ex: 2024.05-08), uma por linha

20231023

por quebrs de linha

BZEQGOPH B4 YICmANS LAF > TETH. FXHER

%? ZECOPOFURE. EFTCHOBURICEFTELL, B@
CEMEROEREMY . BEAUES LB ER, X&...

Classe prevista: HUMANO Probabilidade: 2.34

Visualizagdo da probabilidade - Gréfico Meia-Lua

Fonte: Dados de Pesquisa (2025).

A interface apresenta um campo para inser¢ao de informagdes do perfil, como
nome da conta, identificador, numero de seguidores, quantidade de posts e de artigos
compartilhados, além de dados temporais (datas e horarios das postagens). Também
€ possivel colar diretamente o conteudo dos posts que deverao ser analisados. Apos

a execucao do modelo, o sistema fornece o resultado da classificagdo, demonstrando
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se a conta é humana ou automatizada, acompanhado da probabilidade estimada. A
parte inferior da interface exibe um grafico semicircular de interpretagao imediata, que
representa visualmente a probabilidade de automacgao atribuida a conta avaliada.
Essa interface busca aliar clareza e praticidade, permitindo que pesquisadores e

usuarios interpretem os resultados de forma rapida e acessivel.

4.4.1 Tecnologias e ferramentas utilizadas

O protétipo foi implementado em Python 3.12 e emprega um conjunto de

bibliotecas robustas para machine learning, pré-processamento e visualizagao:

Modelagem e persisténcia de artefatos:
e XGBoost: construcdo do modelo classificatorio;
e scikit-learn: escalonamento de dados, imputacao de valores faltantes;
e joblib: salvamento e carregamento de modelos, escaladores e
imputadores.
e Pré-processamento e extragao de features:

e pandas e numpy: manipulagao tabular e vetorial;

e textblob, textstat, emoji: analise textual e emocional;

e re, unidecode, difflib: extracdo de padrées de nomes e similaridade.

e Visualizagao:

e matplotlib: geracao de graficos personalizados (incluindo o grafico do
tipo gauge chart semicircular, que representa visualmente a
probabilidade de automacéo).

¢ Interface de usuario:

e Streamlit: construgcdo da interface interativa, responsiva e leve,
permitindo ao usuario testar a classificacdo de novas contas em tempo
real,

e Estilizacdo personalizada em CSS foi aplicada para garantir uma
apresentacao visual compativel com ambientes académicos.

¢ Repositério e implantagao:

e GitHub: utilizado como repositério do projeto e controle de versoes;
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e O protétipo foi configurado para execugédo em ambiente on-line, sendo

possivel seu deployment via Streamlit Cloud?®3.

4.4.2 Desempenho do modelo

Os principais indicadores de desempenho do modelo treinado foram:

A analise de interpretabilidade baseada em SHAP values, que identificou
variaveis mais influentes como: numero total de postagens, frequéncia entre
postagens, uso de pontuagdo emocional (exclamagdes), polaridade de sentimento e

numero de seguidores.

4.4.3 Variaveis de entrada na interface do usuario (via Streamlit)
O usuario do protétipo insere informacdes diretamente pela interface web,
sendo essas posteriormente processadas para gerar as features necessarias. As

variaveis de entrada sao:

- Dados da conta (df_contas):

NOME: nome do perfil (exibido no X);

ACCOUNT: nome de usuario da conta;

QTDPOSTS: numero total de postagens coletadas;
QTDSEGUIDORES: total de seguidores da conta;
QTDDOIS: numero de DOIs compartilhados;
QTDSUBAREA: numero de subareas cientificas associadas;

QTDGRANDEAREA: numero de grandes areas cientificas associadas.

- Dados das postagens (df\_posts):
CONTEUDOPOST: texto da postagem (até 10 postagens por conta);
DATATEMPO: data e horario individual de cada postagem, combinados a

partir de campos separados fornecidos pelo usuario.

Essas entradas alimentam uma rotina de engenharia de atributos, que gera

automaticamente variaveis como legibilidade, uso de hashtags, presenca de termos

23 Disponivel em: https://streamlit.io/cloud
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cientificos, emocgao textual (sentimento), padrdo de horario das postagens, entre
outros. Também sao extraidas métricas complexas como entropia, similaridade de
nomes e presencga de emojis no nome do perfil e no nome de usuario.

O SciBotScan representa uma contribui¢ao significativa para o monitoramento
da integridade das métricas altmétricas, permitindo maior acuracia na identificagao de
padroes automatizados de disseminacao cientifica e fomentando praticas mais
transparentes na avaliacdo do impacto social da producédo académica.

A implementagdo do protétipo SciBotScan representou um importante
desdobramento pratico da presente pesquisa, ao materializar os conceitos teoricos e
metodoldgicos discutidos ao longo do trabalho em uma ferramenta funcional e
interativa. Sua construcdo nao apenas viabilizou a aplicacido real do modelo de
deteccao de bots na plataforma X, mas também reforgou a pertinéncia das escolhas
realizadas ao longo do pipeline desenvolvido. Em especial, a adogao do algoritmo
XGBoost como nucleo do sistema foi respaldada pelo desempenho alcangcado nos
experimentos, o que evidenciou sua robustez e justificou sua centralidade na
arquitetura da ferramenta.

A configuragdo do sistema com base em um conjunto de dados altmétricos
rotulados e representativos e a utilizacdo de variaveis comportamentais e textuais —
como frequéncia de postagens, numero de DOls, subareas e areas do conhecimento
associadas as contas — tornou possivel estruturar um arcabouco que podera ser
explorado em investigagcdes futuras sobre padrées de atuagdo, engajamento e
distribuicdo tematica de bots e humanos na divulgagéao cientifica.

Dessa forma, o protétipo SciBotScan, além de uma aplicagao técnica, também
oferece um ponto de partida concreto para estudos subsequentes, ao aliar rigor
analitico, inovagao metodoldgica e aplicabilidade pratica no campo da altmetria e da
deteccdo de automatismos em redes sociais académicas. O desenvolvimento do
prototipo antecipa sua viabilidade técnica e utilidade pratica.

Por fim, a arquitetura do SciBotScan, baseada em dados validados
manualmente e oriundos de fontes especializadas, oferece evidéncias adicionais para
as hipoteses da pesquisa, demonstrando como a curadoria rigorosa pode ampliar a
representatividade e a eficacia de sistemas classificatorios aplicados a altmetria.
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45 PADROES DE COMPORTAMENTO E ENGAJAMENTO DE CONTAS
HUMANAS E BOTS

A analise quantitativa da distribuicdo de contas na plataforma X, a partir da
classificagdo automatizada, realizada pelo modelo de inteligéncia artificial
desenvolvido nesta pesquisa, revela um panorama relevante do comportamento e da
participacao de diferentes perfis na disseminagao de artigos cientificos. A base total é
composta por 362.395 contas, responsaveis por 758.288 postagens relacionadas a

publicacdes académicas, como pode ser observado na Tabela 4.

Tabela 4 - Presenga de Contas bots x Contas Humanas

Qtd Qtd %
Classe account Posts Contas pariese
Bot 13.433 169.219 4% 22%
Humano 348.962 589.069 96% 78%
Total Geral 362.395 758.288

Fonte: Dados de Pesquisa (2025).

Dentre essas contas, 13.433 foram classificadas como bots, representando
apenas 4% do total de perfis identificados. Contudo, esses agentes automatizados
foram responsaveis por 169.219 postagens, o que corresponde a 22% de todos os
conteudos compartilhados. Por outro lado, as contas humanas, que compreendem
96% da amostra (348.962 contas), realizaram 589.069 postagens, ou seja, 78% do
total.

Essa desproporcionalidade entre a representatividade numérica das contas e o
volume de postagens evidencia um padréao de comportamento significativamente
distinto entre os dois grupos. Os bots, ainda que em minoria, demonstram uma
capacidade de publicagdo intensiva, sugerindo estratégias de automacgéao voltadas a
amplificagdo de determinados conteudos. Em média, cada bot realizou cerca de 12,6
postagens, enquanto as contas humanas apresentaram uma média inferior, de
aproximadamente 1,7 postagem por conta.

Esse achado reforca discussdes anteriores sobre o papel dos bots na
disseminagcdo massiva e potencialmente artificial de conteudos cientificos,
interferindo, direta ou indiretamente, nos indicadores altmétricos. A predominancia
humana em numero de contas expressa um uso mais organico da plataforma, porém

menos concentrado em volume de compartilhamentos por perfil. Ja os bots, apesar
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de numericamente menos expressivos, exercem um impacto desproporcional sobre a
visibilidade de determinados artigos, o que pode distorcer a interpretagdo do alcance
e da influéncia de publicagdes cientificas quando apenas métricas de volume sao
consideradas.

Esses resultados sustentam a necessidade de um olhar critico sobre as
métricas baseadas em redes sociais, em especial na altmetria, e a urgéncia de
mecanismos capazes de identificar e mitigar a influéncia de contas automatizadas na
analise do impacto cientifico. Além disso, os dados corroboram a relevancia da
presente pesquisa ao desenvolver ferramentas capazes de distinguir perfis com
comportamentos divergentes, contribuindo para um ambiente informacional mais

transparente e confiavel no ecossistema académico digital.

4.5.1 Padroes comportamentais, segmentados por area do conhecimento, entre
contas do X, classificadas por tipo de perfil

A analise da distribuicdo de contas de bots e contas humanas por divisdo do
conhecimento, apresentada no Grafico 2, revela padrdes significativos e discrepancias
que ajudam a compreender a atuagdo automatizada na disseminagao cientifica em
plataformas digitais. Com um total de 38.387 contas de bots frente a 426.151 contas
humanas, os bots representam, em média, 8,3% do total de contas por divisdo. Apesar
de numericamente inferiores, o impacto dessas contas automatizadas varia

consideravelmente entre as diferentes areas.
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Grafico 2 - Contas Bots/Humanas por Divisdo
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Fonte: Dados de Pesquisa (2025).

Como pode ser observado no Grafico 2, a divisdo com maior numero absoluto
de contas de bots é Information and Computing Sciences, com 5.228 perfis
automatizados, seguida por Human Society (2.410) e Engineering (2.729). Essas
areas se destacam tanto pela quantidade de contas, quanto por sua afinidade com
tecnologias computacionais ou por sua intensa produgao de conhecimento técnico. A
presenca ampliada de bots em Information and Computing Sciences pode sugerir um
uso estratégico da automacado por pesquisadores ou instituicbes para promover
artigos em ambientes digitais de alta rotatividade informacional.

Em termos proporcionais, algumas divisbes exibem indices particularmente
elevados. Mathematical Sciences apresenta a maior concentragao relativa de contas
de bots, com 20,1% das contas sendo automatizadas (1.009 de 5.029 contas totais).
Também se destacam Psychology (8,7%) e Engineering (11,7%). Ja em areas como
Education (5,4%) e Law and Legal Studies (5,8%), a presengca de bots é

consideravelmente menor, sugerindo menor adesdo a automagdo ou possivel
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predominancia de praticas comunicacionais mais convencionais, pautadas em
interagbes humanas diretas.

A dispersao desses valores pode ser quantificada por meio do desvio-padrao
da propor¢ao de bots, que é de aproximadamente 3,6 pontos percentuais. Isso sugere
uma variagdo moderada, mas significativa, entre as areas. As divisdes com valores
acima de um desvio-padrdo da média (isto €, superiores a 11,9%) podem ser
classificadas como outliers positivos, refletindo forte presenga automatizada na
composicao das contas que divulgam conteudo cientifico.

Portanto, a partir da analise estratificada por divisdo, constata-se que a
presenca de bots na comunicagao cientifica varia de forma relevante entre as areas
do conhecimento, tanto em termos absolutos quanto proporcionais. Esse cenario
corrobora a necessidade de monitoramento continuo da influéncia automatizada nas
métricas altmeétricas e sugere que a interpretagdo desses indicadores deve considerar
o contexto tecnoldgico e comunicacional de cada area.

A analise quantitativa da distribuicdo de postagens realizadas por bots e
humanos em diferentes areas de conhecimento apresentada no Grafico 3 revela
disparidades significativas na participagao automatizada na divulgagéao cientifica. Com
base nos dados fornecidos, observa-se que, embora o volume absoluto de postagens
humanas (588.454) seja substancialmente superior ao de bots (168.762), a
distribuicao relativa entre as divisdes evidencia padrbes que merecem investigagao

mais profunda.
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Grafico 3 - Posts gerados por bots’lhumanos por Divisao
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Fonte: Dados de Pesquisa (2025).

Conforme demonstrado no Grafico 3, do ponto de vista proporcional, algumas
divisbes apresentam uma presenga de bots significativamente acima da média geral,
que é de aproximadamente 22,28%. Destaca-se, por exemplo, a area de Mathematical
Sciences, em que os bots sdo responsaveis por 56,2% das postagens, tornando-se a
unica divisdo em que o0s bots superam numericamente os humanos. Situagao
semelhante, embora menos acentuada, ocorre em Physical Sciences (48,8%) e
Information and Computing Sciences (34,0%).

Tais discrepancias sugerem que areas com forte presengca computacional,
matematica ou técnicas especificas de automacdo podem ser mais suscetiveis a
atuacdo de contas automatizadas. Isso pode decorrer tanto de estratégias
institucionais que automatizam a divulgacédo de artigos nessas areas quanto da

adocao de praticas padronizadas que facilitam a replicagao de conteudos por bots.
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Por outro lado, divises como Human Society (12,6%), Law and Legal Studies
(13,3%) e Health Sciences (18,4%) apresentam percentuais de postagens feitas por
bots consideravelmente abaixo da média, o que pode estar associado a uma
comunicacado cientifica mais centrada em perfis pessoais, académicos ou
institucionais geridos por humanos, além da menor padronizagdo dos conteudos
divulgados, dificultando a automacé&o.

A andlise estatistica por meio do coeficiente de variagao (CV) para a proporgao
de bots por divisao revela uma alta dispersdo nos dados (CV = 48%), o que confirma
a heterogeneidade no comportamento de automagdo entre as areas. Essa
variabilidade sugere que qualquer generalizagado do papel dos bots na disseminagao
cientifica deve considerar as especificidades disciplinares.

Além disso, a correlagdo de Pearson entre o total de postagens e a proporgao
de bots por area € moderadamente negativa (estimada em torno de -0,43), denotando
que areas com maior volume de postagens tendem a apresentar menor proporgéo de
bots. Isso pode refletir um predominio do engajamento humano em areas com maior
visibilidade publica ou institucional.

Em suma, os dados revelam que a influéncia dos bots na divulgagéao cientifica
via redes sociais ndo € homogénea entre os campos do conhecimento. A
preponderancia de bots em divisdes especificas pode distorcer os indicadores
altmétricos, demandando mecanismos de correcao ou ponderagao que considerem a
origem das postagens.

A correlacao entre a distribuicdo das contas automatizadas (bots) e o volume
de postagens por divisdo do conhecimento permite um aprofundamento analitico que
reforca a hipotese de que a influéncia dos bots na disseminacao cientifica ndo esta
apenas na quantidade de contas, mas principalmente no volume e no padrao de

atividade dessas contas.
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Tabela 5 - Quantidade de posts e contas bot/humanos por diviséo

POSTS CONTAS
22’; DESCRIGAO BOTS HUMANO BOTS HUMANO
Q7D % QTD % | Q| % QTD %
AGRICULTURAL,
30 VETERINARY AND 9.148 | 26,0% | 26.023 |[74,0% | 2.015 | 9,7% | 18.683 |90,3%
FOOD SCIENCES
31 Bé%'l‘gfc'(ég" 8.303 | 20,9% | 31519 |[79,1% | 2.191 | 9,0% | 22.190 |91,0%
BIOMEDICAL AND ] : R :
32 | olNICAL SCIENcEs | 9737 | 242% | 30540 |758% | 2325 | 91% | 23.176 | 90,9%
33 BU'LZIESE'ESQMENT 3172 | 21,3% | 11744 [787% | 1.085 | 11,1% | 8.664 |88,9%
34 | CHEMICAL SCIENCES | 6572 | 32,8% | 13.449 [67,2% | 1.390 [ 12,8% | 9.436 |[87,2%
COMMERCE,
35 “'f'gTJAR?SEI\;AE::[T), 7276 | 185% | 32145 |[81,5% | 1.796 | 7,1% | 23.620 |92,9%
SERVICES
36 CREAT/'VVREIT'TL{;S AND | 4683 | 189% | 20086 |81,1% | 1.234 | 7.8% | 14.520 | 92,2%
37 EARTH SCIENCES 9920 | 233% | 32582 |[76,7% | 1.924 | 7,9% | 22.585 [ 92,1%
38 ECONOMICS 1.400 95% | 13312 [90,5% | 594 | 54% | 10.314 [ 94,6%
39 EDUCATION 3423 | 154% | 18841 |[84,6% | 814 | 54% | 14.149 [ 94,6%
40 ENGINEERING 15.901 | 36,6% | 27.541 |63,4% | 2.729 [ 11,7% | 20.649 | 88,3%
41 ENVS'E(IDE'\,'\I'\QEE';TAL 7415 | 16,5% | 37.573 |[83,5% | 1.967 | 7,3% | 25.131 | 92,7%
42 HEALTH SCIENCES | 10.834 | 185% | 47.861 |815% | 2.590 | 6,6% | 36.369 | 93,4%
43 KLISJ iggﬂi’gfggs 3113 | 16,8% | 15450 |[83,2% | 1.030 | 8,7% | 10.817 | 91,3%
44 HUMAN SOCIETY 9436 | 12,6% | 65317 |[87,4% | 2410 | 50% | 45.814 [ 95,0%
INFORMATION AND
46 COMPUTING 27509 | 34,0% | 53.337 |66,0% | 5.228 | 11,3% | 41.039 | 88,7%
SCIENCES
LANGUAGE,
47 | COMMUNICATIONAND | 3.797 | 14,8% | 21.873 |852% | 1.186 | 6,8% | 16.314 | 93,2%
CULTURE
48 "AWS?B[D)IE';GAL 6.772 | 13,3% | 44.043 |[86,7% | 1.713 | 58% | 27.760 |94,2%
49 MA;E'I'IEE'\&TEEAL 6.321 | 56,2% | 4.930 |43,8% | 1.009 [20,1% [ 4.020 |[79,9%
PHILOSOPHY AND ] R R )
50 | meLiGlous STUDIES | 3890 | 141% | 23.741 |859% | 1.324 | 6.8% | 18.189 | 932%
51 | PHYSICAL SCIENCES | 8.855 | 488% | 9281 [51,2% | 1.244 [16,0% | 6.540 |84,0%
52 PSYCHOLOGY 1285 | 150% | 7.266 |850% | 589 | 87% | 6.172 |91,3%
TOTAIS 168.762 | 22% | 588.454 | 78% |[38.387 | 8,26% | 426.151 | 92%

Fonte: Dados de Pesquisa (2025)
Ao considerar os dados previamente analisados — que revelam que bots

representam, em média, 8,3% das contas — e os dados de postagens, com 168.762

publicagdes de bots (Tabela 5), o que equivale a 22,28% do total de postagens,
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observa-se uma desproporcionalidade expressiva: apesar de numericamente
minoritarios, os bots sao responsaveis por uma fracdo consideravelmente maior da
atividade de disseminagao. Essa diferenga sugere que contas automatizadas séao, em
meédia, mais ativas que contas humanas, o que pode inflar métricas altmétricas em
determinadas areas (Ferrara, Emilio et al., 2016).

analisou o papel dos bots sociais na disseminagdo de desinformagdo. Segundo os
autores, embora esses bots representassem apenas 6% das contas analisadas, foram
responsaveis por 31% de todos os tweets vinculados a conteudos de baixa
credibilidade e por 34% das postagens sobre artigos provenientes dessas fontes.
Esses dados reforcam a hipotese de que os bots exercem um impacto
desproporcional na circulagao de informacdes, contribuindo para a amplificacédo de
conteudos potencialmente enganosos.

Tomando como exemplo a divisdo Mathematical Sciences, que apresenta a
maior propor¢dao de contas de bots (20,1%), verifica-se também que 56,2% das
postagens nessa area sao feitas por bots. Esse achado reforga a hipotese de que ha
uma correlacdo direta entre a presenca de contas automatizadas e o volume de
postagens automatizadas. O mesmo padrao se repete em Physical Sciences, em que
os bots compdem uma fragdo expressiva, tanto em numero de contas quanto em
postagens (48,8%).

Entretanto, algumas areas apresentam uma dissociagao entre o numero de
contas e a produgao de postagens. Por exemplo, Human Society registra um alto
numero absoluto de bots (2.410), mas apenas 12,6% das postagens sao feitas por
essas contas. Isso pode apontar que, embora existam bots cadastrados nessas
divisbes, seu nivel de atividade é inferior ao observado em areas como Mathematical
Sciences ou Information and Computing Sciences. De modo similar, Psychology, com
8,7% das contas sendo bots, apresenta apenas 15% de postagens automatizadas,
abaixo da média global.

Ja em Information and Computing Sciences, a convergéncia € clara: com a
maior quantidade de contas de bots (5.228) e um dos maiores volumes absolutos de
postagens automatizadas (27.509), essa divisdo se destaca como um nucleo de
atividade automatizada altamente expressiva, tanto em presenca quanto em

produtividade.
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A andlise estatistica da proporg¢ao de bots por postagens (com desvio-padrao
de aproximadamente 11,3 pontos percentuais e coeficiente de variacdo de 48%)
reforca a heterogeneidade entre as divisbes. Ao cruzar esse dado com o desvio-
padrdao das propor¢des de contas (3,6 p.p.), percebe-se que a variagdo no uso de
automacao € mais acentuada quando se considera mais a producao de conteudo que
apenas a existéncia de contas. Isso revela que, além da presencga, a intensidade da
atividade dos bots é um fator chave para compreender sua influéncia sobre os
indicadores altmétricos.

Dessa forma, os dados apontam que a atuacédo automatizada nao apenas varia
entre areas, mas manifesta-se de forma desproporcional em termos de producéo, com
implicacdes diretas na interpretacao dos indicadores de impacto. A correlacdo entre
numero de contas e volume de postagens automatizadas, embora positiva, ndo é
linear em todas as divisbes, 0 que sugere que politicas institucionais, perfis de
periodicos e estratégias de divulgacao também podem influenciar esse fenémeno.

4.5.2 Caracterizagao da amostra de estudo e sua atuagao na plataforma X

Esta secdo dedica-se a caracterizagao detalhada da amostra utilizada na
etapa empirica da pesquisa, com énfase na atuagdo das contas analisadas na

plataforma X.

4.5.2.1 Caracterizacao da coleta primaria de dados

A fase inicial da coleta de dados deste experimento consistiu na analise de
um amplo conjunto de dados bibliograficos, totalizando 17.915.482 artigos cientificos,
distribuidos em 144 areas distintas do conhecimento, conforme a classificagcao
adotada. Dentre o total de artigos coletados, 5.637.521 registros (31,46%) né&o
apresentavam qualquer pontuacgao altmétrica, o que sugere auséncia de mengdes em
fontes monitoradas pela ferramenta Altmetric.com, ou eventualmente, limitagdes nos
processos de indexacdo. Considerando-se exclusivamente as mencgdes no X,
observou-se que 9.800.586 artigos (54,72%) nao foram mencionados nessa rede
social, sendo, portanto, excluidos das analises subsequentes por nao atenderem ao

critério de presenca na plataforma.
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Ap0s esta filtragem, o numero de artigos com mengdes no X totalizou 8.114.896
publicagdes, o que representa 45,28% do total inicial. Esses registros compdem o
nucleo da amostra analitica utilizada nas etapas posteriores do estudo, voltadas a
investigacao da dindmica de disseminacgao cientifica por meio da midia social.

Em sintese, a analise preliminar evidencia que mais da metade (55%) dos
artigos cientificos publicados nas areas contempladas n&o receberam qualquer
mencao no X, o que levanta questdes relevantes sobre a visibilidade social da
producao cientifica, as desigualdades entre disciplinas e o papel de redes sociais

especificas na circulagdo de conhecimento académico.

4.5.2.2 Caracterizagdo da amostra randémica de artigos

A analise por area tematica FoR dos artigos que compdem a amostra permitiu
identificar padrdes relevantes no que diz respeito a visibilidade social da producao
cientifica, medida por meio do Altmetric Attention score (AAS) e da distribuicdo das
mengdes em redes sociais e outras fontes de atencao publica. Os dados sugerem que
determinadas areas do conhecimento alcangam niveis significativamente mais
elevados de engajamento em plataformas digitais, enquanto outras demonstram
visibilidade bastante reduzida. Tal cenario demonstra a heterogeneidade estrutural da
altmetria entre disciplinas, exigindo uma analise diferenciada por campo de atuagao
cientifica.

O Quadro 4 apresenta um panorama detalhado da presenga e do engajamento
das diferentes areas do conhecimento nas redes sociais, com base nos dados
altmétricos obtidos para os artigos da amostra. As colunas incluem métricas como o
AAS, numero de postagens na plataforma X, videos, citagcdes na Wikipedia, além de
mengdes em outras redes como Facebook, Reddit, Pinterest e LinkedIn. Também sao
sugeridos os totais de leitores no Mendeley e de citagcbes em bases como Dimensions,
proporcionando uma visao abrangente da disseminagdo e do impacto social da
producao cientifica por divisdo tematica. Esses dados subsidiam analises
comparativas sobre o comportamento de disseminagao e o alcance social dos artigos,
permitindo identificar areas com maior atividade automatizada ou engajamento
espontaneo.

De acordo com o apresentado no Quadro 4, as divisbes com os maiores

volumes absolutos de mengdes na rede X incluem Human Society (81.104 mengdes),
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Information and Computing Sciences (85.012) e Health Sciences (60.211). A elevada
frequéncia de mengdes, combinada ao numero igualmente expressivo de leitores no
Mendeley e de citagbes na Dimensions, sugere um forte engajamento social e
académico nessas areas. No entanto, a analise altmétrica exige cautela quanto ao
perfil das interagdes: o volume, por si sO, ndo assegura autenticidade. Considerando
que a rede X é reconhecida pela alta presenca de bots, especialmente em temas de
ampla visibilidade publica e politica, levanta-se a hip6tese de que areas como Human
Society e Health Sciences, frequentemente debatidas em contextos sociais sensiveis,
podem estar mais expostas a interferéncia automatizada — seja na amplificagao
artificial de conteudo, seja na disseminagao de determinadas retoricas.

Quadro 4 - Indicadores de presenca e engajamento em redes sociais por area do conhecimento
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Fonte: dados de pesquisa (2025)

Por outro lado, divisdes que apresentam escore médio elevado de atencéo
altmétrica — como History, Heritage and Archaeology (21,04), Psychology (18,79) e
Environmental Sciences (16,99) — nem sempre s&o aquelas que concentram o maior
volume bruto de mengdes. Esse dado sugere que a qualidade das mengdes (avaliada
com base na origem, no engajamento e na influéncia do autor) pode ser mais relevante
que a quantidade. Tal padréo esta alinhado a légica do algoritmo Altmetric, que atribui
maior peso a postagens provenientes de autores influentes. Nessas divisbes, a
hipétese de atuacdo de bots parece menos evidente, uma vez que interagdes
automatizadas dificilmente alcangam altos niveis de engajamento qualificado. Ainda
assim, essa inferéncia deve ser feita com cautela, pois bots sofisticados sdo capazes
de simular comportamentos humanos e interagcdes convincentes.

A presengca em multiplas plataformas também constitui um indicador
importante. Areas como Engineering, Biomedical and Clinical Sciences e Information
and Computing Sciences demonstram ampla distribuicdo de mencgdes, incluindo
registros no LinkedIn, Reddit, Wikipedia e Facebook. Destaca-se, nesse contexto, o

elevado numero de patentes associadas a Information and Computing Sciences
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(2.497) e Engineering (2.355), o que sugere uma intersecgao direta entre ciéncia e
inovacao tecnoldgica.

A analise das mengdes em fontes tradicionais de midia, como News e Blogs,
reforga a visibilidade publica de determinadas areas. Human Society, Environmental
Sciences e Health Sciences lideram em mengdes jornalisticas (6.968, 4.725 e 4.647,
respectivamente). Embora tal volume possa refletir interesse legitimo, também é
possivel que derive de estratégias automatizadas de disseminagao, sobretudo em
areas com forte apelo politico ou emergéncias de interesse coletivo.

Por sua vez, divisbes com baixo escore médio de AAS, como Mathematical
Sciences (3,21) e Engineering (5,47), mesmo com altos indices de leitores no
Mendeley e de citagbes académicas, revelam uma desconexao entre impacto social
e impacto cientifico. Essa lacuna pode ser explicada por perfis de comunicagdo menos
voltados a midia social, bem como por menor suscetibilidade dessas areas a
automacao de interacdes. Tais caracteristicas limitam sua presenca em espacos de
visibilidade publica, o que sugere que a altmetria ndo € igualmente eficaz como
métrica transversal entre diferentes campos disciplinares.

No tocante a presenga na Wikipedia, observam-se indicios de ateng&o organica
em areas como History, Heritage and Archaeology (2.153 mengdes) e Human Society
(1.571). A Wikipedia, embora passivel de edigdo automatizada, € geralmente menos
suscetivel a bots simples, dado seu modelo de moderacdo comunitaria. Assim, a
proeminéncia dessas areas na plataforma pode refletir uma circulacdo mais
espontanea e legitimada dos conteudos cientificos.

Com base nos dados analisados, € possivel propor hipoteses exploratorias que
podem orientar as investigag¢des realizadas neste trabalho. Primeiramente, areas com
alta presenga em redes sociais suscetiveis a atuagao de bots — como X e Facebook
—, especialmente aquelas com forte apelo publico, podem estar mais expostas a
interferéncia automatizada. Isso inclui divisbes como Human Society, Health
Sciences, Environmental Sciences e Information and Computing Sciences. Em
segundo lugar, Altmetric scores medianos, combinados com altos volumes de
mengdes, mas com baixa diversidade de fontes, podem apontar amplificagao artificial
da visibilidade, como observado em Engineering. Em contrapartida, areas com score
meédio elevado e menor volume bruto de mengdes, como Psychology, tendem a

apresentar interagdes mais organicas e qualificadas, menos propensas a automacéao.
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A presenca de bots, portanto, ndo deve ser considerada um fenémeno
homogéneo, mas sim variavel conforme o perfil tematico da disciplina, seu grau de
exposicao publica e as caracteristicas das plataformas de disseminagao cientifica
utilizadas, aspectos que devem ser considerados na construcdo de modelos de IA
para deteccao de bots. A analise dos dados revela, de forma mais ampla, que a
visibilidade social da ciéncia € profundamente desigual entre as divisdes disciplinares.

Embora o Altmetric represente uma ferramenta promissora para a avaliacdo do
impacto social da pesquisa, sua interpretacédo exige contextualizagdo, analise critica
e sensibilidade as especificidades de cada area. Tais elementos reforcam a
importancia de se adotar critérios diferenciados nas politicas publicas de avaliagao
cientifica, garantindo maior equidade e acuracia na mensuragao da visibilidade da

ciéncia na esfera social.

4.5.2.3 Caracterizagédo dos posts coletados

A analise dos dados referentes a atuacdo das contas na disseminagao de
artigos cientificos na plataforma X, obtidos a partir de uma amostra estratificada por
grupos e organizada por divisbes do conhecimento, revela padrdes informacionais
distintos que refletem tanto caracteristicas disciplinares quanto dindmicas proprias das
redes sociais digitais. A amostra analisada contabilizou 758.288 posts, emitidos por
519.631 registros de contas, com referéncias a 93.529 artigos cientificos distribuidos
em 22 divisbes. Embora o numero total de contas nao represente perfis Unicos — ja
que uma mesma conta pode atuar em mais de uma divisdo —, a distribuicdo dos
dados permite inferéncias relevantes sobre o comportamento das instancias
envolvidas na comunicagao cientifica em ambientes digitais. O Quadro 5 apresenta a
distribuicdo dos dados que serao analisados.

De forma geral, a média de posts por artigo foi de 8, enquanto a média de posts
por conta ficou em 1,46, prenunciando que, em termos agregados, a maioria das
contas realizou no maximo uma ou duas postagens. No entanto, quando se examinam
as divisbes de maneira isolada, observa-se uma variagao significativa nos padrdes de
divulgacdo. As areas de health sciences, psychology, environmental sciences e
biological sciences destacaram-se com as maiores meédias de posts por artigo,

situando-se entre 12 e 15 postagens por publicagdo cientifica. Essa alta taxa de
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menc¢des pode estar associada a relevancia publica desses campos, a presenga de

comunidades engajadas e a capacidade de gerar repercussédo midiatica e social.

Quadro 5 - Média de mengdes por divisdo de areas de conhecimento, considerando
contas, posts e artigos

< < QTD QTD QTD MEDIA MEDIA
DESCRICAO DIVISAO CONTAS | POSTS | ARTIGOS | POSTSIARTIGOS | POSTSICONTAS

30 - AGRICULTURAL,
VETERINARY AND FOOD
SCIENCES 23.765 35.209 5.871 6.0 1,48
31 - BIOLOGICAL SCIENCES 26.982 30.874 3.208 12,1 1,48
32 - BIOMEDICAL AND CLINICAL
SCIENCES 28.256 40.362 4.617 8.7 1,43
33 - BUILT ENVIRONMENT AND
DESIGN 10.282 14.929 2573 58 1,45
34 - CHEMICAL SCIENCES 12.241 20.054 3.207 6.1 1,64
35 - COMMERCE, MANAGEMENT,
TOURISM AND SERVICES 28 451 30.464 5.839 6.8 1,39
36 - CREATIVE ARTS AND
WRITING 16.767 24.794 3.592 6.9 1,48
37 - EARTH SCIENCES 28.767 42533 5232 8.1 1,48
38 - ECONOMICS 11.441 14.726 1.305 113 1,29
39 - EDUCATION 16.371 22277 2626 8,5 1,36
40 - ENGINEERING 28.330 43.504 11.670 37 1,54
41 - ENVIRONMENTAL SCIENCES | 31.085 45.084 3.895 11,6 1,45
42 - HEALTH SCIENCES 41.846 58.771 3.047 14.9 1,40
43 - HISTORY, HERITAGE AND
ARCHAEOLOGY 12.753 18.583 1.942 96 1,46
44 - HUMAN SOCIETY 54.421 74.878 6.558 11,4 1,38
46 - INFORMATION AND
COMPUTING SCIENCES 53.505 80.963 8.430 96 1,51
47 - LANGUAGE,
COMMUNICATION AND CULTURE | 18.632 25.710 3.263 7.9 1,38
48 - LAW AND LEGAL STUDIES 33.394 50.881 4.467 11,4 1,52
49 - MATHEMATICAL SCIENCES 5624 11.272 2617 43 2,00
50 - PHILOSOPHY AND
RELIGIOUS STUDIES 20.715 27.681 3.252 85 1,34
51 - PHYSICAL SCIENCES 0.234 18.173 4578 40 1,97
52 - PSYCHOLOGY 6.769 8.566 660 13,0 1,27

Total Geral 519.631 758.288 | 93.529 8 1,46

Fonte: dados de pesquisa (2025).

Em contraste, areas como engineering, physical sciences e mathematical

sciences apresentaram médias reduzidas, com aproximadamente 4 posts por artigo.

Esse padrao pode refletir menor apelo midiatico, especificidade técnica ou ainda a

auséncia de estratégias de divulgagdo amplificadas por parte das comunidades

dessas disciplinas. E possivel que, nessas areas, a disseminacao cientifica dependa
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mais de agentes institucionais do que de uma rede ampla e distribuida de usuarios
interessados.

Em relagdo a média de posts por artigos, o Grafico 4 apresenta a média de
postagens por artigo cientifico, considerando o total de contas (humanas e
automatizadas) que mencionaram publicagdes em cada uma das grandes areas do
conhecimento. Os dados revelam uma distribuicdo heterogénea do volume médio de
disseminagao por area, com destaque para Health Sciences (42), que lidera com uma
meédia superior a 15 postagens por artigo, seguida por Psychology (52) e Biological
Sciences (31), ambas com médias acima de 12.

Outras areas com desempenho expressivo incluem Law and Legal Studies
(48), Human Society (44) e Information and Computing Sciences (46), todas com
valores entre 10 e 12 postagens por artigo. Em contraste, areas como Engineering
(40), Chemical Sciences (34), Agricultural, Veterinary and Food Sciences (30) e Built
Environment and Design (33) registraram médias mais baixas, inferiores a 6
postagens por artigo. Esses resultados evidenciam uma discrepancia nos niveis de
visibilidade altmétrica entre as diferentes disciplinas, possivelmente associada ao
interesse social, a frequéncia de publicagdo, a natureza do conteudo e as estratégias
de divulgacdo adotadas. A analise sustenta a hipdtese de que a disseminagéo
cientifica nas redes sociais varia significativamente por area do conhecimento (H03),
contribuindo para a compreensdao dos padrbes de engajamento altmétrico no

ecossistema digital.
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Grafico 4 - Média de posts por artigos
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Fonte: dados de pesquisa (2025)

No que se refere a média de postagens por conta, o Gréafico 5 evidencia um
aspecto relevante da dinamica de disseminacao por area do conhecimento. Observa-
se que areas como Engineering, Physical Sciences e Mathematical sciences, chemical
sciences, apresentam médias significativamente superior em comparagao a outras
divisdes, com valores proximos ou superiores a 1,6 postagens por conta. Isso
manifesta que determinadas contas realizam multiplas postagens, o que pode
sinalizar a existéncia de perfis especializados na divulgagdo cientifica ou,
alternativamente, levantar a hipdtese da atuagdo de perfis automatizados ou
semiautomatizados, como bots, especialmente em dominios de menor engajamento
espontaneo.

A literatura recente tem apontado para a crescente presenga de agentes
automatizados em ambientes digitais de comunicagdo cientifica, sendo
particularmente ativos em plataformas como o X, onde atuam replicando, amplificando

ou reiterando informacdes de modo sistematico. Embora os dados analisados nao
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permitam afirmar com certeza a presenca de bots, os padroes observados expressam
a necessidade de investigagdes complementares com abordagens voltadas a

deteccao de comportamentos automatizados.

Grafico 5 - Média de posts por contas
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Fonte: Dados de pesquisa (2025).

Em contraposicdo, divisbes como Psychology, Education e Economics
apresentaram as menores médias de posts por conta, com valores entre 1,27 e 1,36,
0 que sugere um padrdo de engajamento mais distribuido entre diversos perfis e
possivelmente mais espontaneo. Nesses casos, a divulgagao cientifica parece resultar
de uma rede mais ampla de atores, cujas postagens ocorrem com menor frequéncia

individual, mas maior diversidade de vozes.
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O Grafico 6 apresenta a comparacao entre a quantidade de contas, posts e
artigos distribuidos por divisdo de area do conhecimento. Esse recurso visual permite
observar a relacao entre o volume de perfis identificados, o numero de publicacbes
realizadas e a producéo cientifica correspondente, possibilitando identificar areas com

maior intensidade de engajamento e divulgacéo de artigos na plataforma X.

Grafico 6 - Comparagao entre quantidade de contas, posts e artigos por divisao
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Fonte: Dados de pesquisa (2025).

As divisdbes de Sociedade Human Society e Information and Computing
Sciences merecem atencgao especial. Ambas combinam elevado numero de artigos,
grande volume de contas e altas taxas de postagens totais, o que revela uma estrutura
de divulgacdo densa, com ampla participacdo de usuarios e potencial engajamento
institucional. No caso das Ciéncias da Computacao, observa-se um comportamento
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gue pode conjugar engajamento organico com possiveis estratégias de disseminagéo
sistematica, dada a familiaridade dos atores da area com praticas de automacéao e
infraestrutura digital.

A partir desses resultados, constata-se que o ecossistema altmétrico é
atravessado por logicas disciplinares distintas e por dinamicas proprias da circulagéo
de informacgao nas redes. A interpretagao desses dados exige, portanto, sensibilidade
metodoldgica, evitando a adogado de métricas absolutas ou comparagdes diretas entre
areas sem a devida contextualizacdo. As evidéncias apontam para a coexisténcia de
estratégias organicas e estruturadas de divulgagao, o que refor¢ca a necessidade de
investigacdes futuras sobre os agentes responsaveis por essa circulagéo, incluindo a
identificacdo de perfis automatizados, a analise de temporalidade das postagens e a

estrutura de redes de disseminagdo em torno dos artigos cientificos.

4.5.2.4 Caracterizagdo das contas que comentaram os artigos da selecdo randémica

Analisando as interagdes sociais associadas a essa amostra, foi revelado um
total de 362.395 contas unicas que realizaram ao menos uma mengao aos artigos
selecionados. No total, foram identificados 758.293 posts na plataforma X,
demonstrando um volume expressivo de atividade em torno das publicacdes incluidas
nesta etapa da investigagéo.

Esses dados secundarios constituem a base para as analises avancgadas de
comportamento informacional e identificacdo de padrdes de engajamento, incluindo,
entre outros aspectos, a caracterizagdo de contas (usuarios), a frequéncia e
distribuicdo temporal das postagens e a investigagdo sobre a presengca de

comportamentos automatizados (bots) na disseminagao de literatura cientifica.

4.5.2.5 Caracterizagdo do comportamento das contas

Com base nos dados da amostra estratificada, é possivel realizar uma analise
detalhada do comportamento das contas envolvidas na disseminagdao de artigos
cientificos na plataforma X. Esta analise fornece subsidios importantes para a
compreensao da dinamica da comunicagao cientifica em redes sociais, revelando

padroes de participagao, recorréncia e concentragao de atividade entre os usuarios.
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A primeira dimensao observada refere-se a frequéncia de postagens por conta,
conforme apresentado na Tabela 6. Os dados demonstram que 71,5% das contas
realizaram apenas uma postagem, o que denota um padrao fortemente esporadico de
participagdo. Quando se consideram as contas que realizaram até duas postagens,
esse percentual se eleva para cerca de 86% do total, revelando que a esmagadora
maioria das contas atua de forma pontual no compartilhamento de artigos cientificos.
Apenas 4,58% das contas realizaram mais de seis postagens, o que caracteriza um

subconjunto restrito, mas potencialmente influente, de usuarios mais ativos.

Tabela 6 - Quantidade de posts publicados por contas

QTD
POSTS QTDCONTAS | PERCENTUAL
1 259.213 71,53%
2 51.019 14,08%
3 20.502 5,66%
4 9.578 2,64%
5 5.492 1,52%
+DEG6 16.591 4,58%

Fonte: Dados de pesquisa (2025).

Esse comportamento concentrado se repete quando se analisa 0 numero de
artigos distintos, mencionados por conta, como apresentado na Tabela 7.
Aproximadamente 78% das contas publicaram apenas um artigo, e cerca de 90%
mencionaram, no maximo, dois artigos diferentes. Em contraposigéo, apenas 10% das
contas publicaram entre trés e dois mil artigos, configurando um padr&o de distribuicdo
fortemente assimétrico. Dentro deste grupo, destaca-se um subconjunto ainda mais
restrito: somente 16 contas publicaram sobre mais de 300 artigos, sendo responsaveis
por um volume altamente expressivo de disseminagao. Tal concentragao de atividade
em poucas contas levanta hipéteses relevantes sobre o perfil e os objetivos desses
usuarios. E possivel que esse grupo inclua perfis institucionais, iniciativas de curadoria
cientifica, ou ainda agentes automatizados, programados para amplificar conteudos

académicos em larga escala.
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Tabela 7 - Niamero de artigos publicados por contas

NUMERO DE QTD

ARTIGOS CONTAS |PERCENTUAL

1 284.322 78,46%

2 41.413 11,43%

3 14.533 4,01%

4 6.818 1,88%

5 3.794 1,05%

6 2.436 0,67%

7 1.667 0,46%

8 1.202 0,33%

9 830 0,23%

10 661 0,18%

11-100 3.899 1,08%

101 a 500 118 0,03%

501 a 1789 6 0,00%

Fonte: Dados de pesquisa (2025).

A estrutura de distribuicdo observada tanto no numero de postagens quanto na
diversidade de artigos mencionados segue um padrao de distribuigdo de cauda longa,
tipico de sistemas sociotécnicos com alto grau de concentragao informacional. Em tais
sistemas, poucos atores concentram grande parte da atividade, enquanto a maioria
participa de forma ocasional. Esse fendmeno tem implicagcdes relevantes para a
analise altmétrica e para a interpretagcdo dos indicadores de atencido on-line a
producao cientifica. Em particular, a presenga de contas hiperativas, ainda que
minoritaria, pode distorcer a percepg¢ao de impacto social de determinados artigos ou
areas do conhecimento, sobretudo se tais contas forem operadas de forma
automatizada ou por redes coordenadas de disseminacgao.

A predominéncia de contas que publicam apenas uma vez e sobre um unico
artigo também sugere que, para grande parte dos usuarios, a mencgao a publicagdes
cientificas €& episddica e possivelmente motivada por interesses pessoais,
institucionais ou contextuais pontuais. Por outro lado, a existéncia de contas altamente
ativas levanta questbes sobre as estratégias de promogao cientifica e sobre a
organicidade das interagcdes observadas nas redes. A literatura recente aponta que
perfis automatizados podem desempenhar papel central na propagacgéao de conteudos
académicos, influenciando algoritmos de recomendagao e contribuindo para a
viralizagao seletiva de determinadas publicagdes (Haustein et al., 2016; Ferrara,
2020).
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Em sintese, a analise dos dados demonstra que a comunicagéao cientifica em
redes sociais € marcada por uma forte desigualdade participativa. De um lado, a
grande maioria das contas atua de forma isolada, de outro uma minoria concentra
grande parte da atividade de divulgagao. Essa estrutura tem implicagdes significativas
para a interpretagdo das métricas altmétricas, pois sugere que o impacto on-line de
um artigo pode depender menos da mobilizagcdo espontanea de muitos usuarios e
mais da atuagao intensiva de poucos agentes especializados. Tal constatagao reforga
a necessidade de abordagens analiticas que considerem o perfil das contas, a
frequéncia de postagem e a diversidade de artigos compartilhados, bem como a
possibilidade de atividade automatizada, como variaveis fundamentais para uma
avaliagao critica e informada do impacto social da produgao cientifica nas redes

digitais.

4.5.2.6 Caracterizagdo da amostra randémica de contas

A terceira etapa da coleta de dados desta pesquisa contemplou a construgao
de uma amostra probabilistica estratificada por meio da sele¢cao randémica de contas
que compuseram o conjunto de treinamento destinado ao modelo de aprendizado de
maquina. O critério adotado para estratificacdo baseou-se nas 22 divisbes de
conhecimento previamente identificadas no conjunto de dados original. Essa
abordagem metodologica teve como propdsito fundamental preservar a
representatividade estatistica das diferentes disciplinas abrangidas pelo estudo, além
de possibilitar uma analise mais precisa das dindmicas de disseminacao cientifica nas
redes sociais em um contexto controlado e reduzido.

A amostra estratificada, caracterizada por um volume significativo de
informagdes, compreendeu um total de 67.283 postagens realizadas por 13.767
contas unicas, que por sua vez comentaram sobre 28.727 artigos cientificos distintos.
Essa diversidade numérica sugere a amplitude e a complexidade da interagdo entre
usuarios e producgao cientifica divulgada nas redes sociais, proporcionando uma base
robusta para a identificacdo de padrbées comportamentais, inclusive na eventual
atuacao automatizada de bots.

Analisando o comportamento das contas selecionadas, apresentado na tabela
9, constatou-se que a maioria delas exibe uma participacéo limitada, concentrando

suas atividades em um numero reduzido de artigos cientificos. Como pode ser
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observado na Tabela 9, especificamente 59,68% das contas comentaram em apenas
um artigo, enquanto 15,12% abordaram dois artigos distintos, e 7,28% trataram de
trés artigos. Observa-se ainda que aproximadamente 12% das contas tiveram
participagdo mais intensa, interagindo com quatro a dez artigos diferentes. Por outro
lado, € importante salientar que existe um pequeno grupo de contas com
comportamento incomum, com cerca de 5,40% comentando entre 11 e 100 artigos e
uma fragao ainda menor, de apenas 0,33%, discutindo entre 101 e 1.789 artigos. Esta
ultima categoria, embora pequena numericamente, pode exprimir comportamentos
potencialmente automatizados, que frequentemente s&o caracteristicos de contas
identificadas como bots.

Observou-se que uma parcela expressiva do publico — provavelmente
composto por leitores ou pesquisadores individuais — manifesta-se em torno de
ocorréncias pontuais de interesse, ao passo que o estreitissimo contingente de contas
com atividade extensa pode refletir tanto perfis altamente especializados quanto bots

programados para disseminar multiplos conteudos simultaneamente.

Tabela 8 - Quantidade de artigos por contas

QTD

QTD DOIS CONTAS PERCENTUAL
1 8.216 59,68%
2 2.082 15,12%
3 1.002 7,28%
4A10 1.667 12,11%
11a 100 743 5,40%
101 a 1789 45 0,33%

Fonte: Dados de pesquisa (2025).

Considerando especificamente o volume de postagens produzidas pelas
contas, nota-se também uma concentragdo significativa das atividades em poucos
posts, como demonstrado na Tabela 9. A maior parte das contas (54,67%) realizou
apenas uma postagem, seguida por aquelas que produziram exatamente duas
postagens, representando 15,93% do total. Outro grupo relevante, correspondente a
22,30% das contas, mostrou uma frequéncia intermediaria, realizando entre trés e dez
postagens. Contudo, ha novamente um subgrupo minoritario que exibe alta frequéncia
de postagem, com 6,60% das contas realizando entre 11 e 100 postagens e apenas

0,51% ultrapassando 100 postagens, chegando até a 1.977 publicagdes. Esses casos
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extremos de alta frequéncia, ainda que escassos, reforcam a hipotese da presenca
de bots, cujos padrbes de comportamento costumam envolver repetidas interacoes
em curtos periodos. Esses bots, ao multiplicarem repostagens e mengdes, tém
potencial de inflar artificialmente métricas de atengao, comprometendo a interpretacao

da influéncia genuina de um trabalho cientifico.

Tabela 9 - Quantidade de post por contas

QTD POSTS QTD CONTAS |PERCENTUAL
1 7.527 54,67%

2 2.193 15,93%

DE3 A 10 3.070 22,30%

DE 11 A 100 907 6,60%
101 A 1977 70 0,51%

Fonte: Dados de pesquisa (2025).

Outro aspecto importante avaliado nesta etapa da analise refere-se a
abrangéncia disciplinar das interacdes feitas pelas contas. De acordo com os valores
organizados na Tabela 10, observou-se uma tendéncia clara de especializagcéo
tematica entre as contas da amostra, com 63,30% comentando artigos relacionados
a apenas uma divisdo do conhecimento. Esse dado sugere uma segmentagao forte
na interagdo, em que a maioria das contas se restringe a interesses tematicos
especificos. Essa concentracado de temas por conta acusa que a maioria dos usuarios
mantém interesses concentrados, coerentes com o perfil de especialistas ou
entusiastas humanos. Em contrapartida, 17,47% das contas apresentam interacdes
em duas divisdes distintas, enquanto 7,40% interagem com artigos de trés divisdes.
Além disso, uma parcela reduzida das contas (1,45%) apresentou comportamento
interdisciplinar acentuado, discutindo artigos de mais de nove divisbes do
conhecimento. Embora ndo se possa concluir diretamente, esse comportamento
altamente diversificado também pode expressar a agdo de bots projetados para
disseminagao ampla e generalizada de conteudo cientifico, independentemente da

especificidade tematica.
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Tabela 10 - Quantidade de divisdes por contas

QTD DE DIVISOES QTD CONTAS PERCENTUAL
1 8.715 63,30%
2 2.405 17,47%
3 1.019 7,40%
4 549 3,99%
5 340 2,47%
6 214 1,55%
7 128 0,93%
8 117 0,85%
9 80 0,58%
DE 10 A 22 200 1,45%

Fonte: Dados de pesquisa (2025).

Do ponto de vista do treinamento de modelos de machine learning,
reconhecer esse perfil heterogéneo é fundamental. A preponderancia de contas de
baixa atividade fornece exemplos tipicos de comportamento humano, uteis para
calibrar classificadores. Entretanto, o conjunto de perfis de atividade intensa — tanto
em termos de numero de artigos quanto de postagens e amplitude disciplinar — deve
ser cuidadosamente inspecionado. Caso sejam identificados como bots, a incluséo
desses registros no dataset de treinamento pode enviesar o modelo, levando-o a
interpretar erroneamente padrdes automatizados como caracteristicas de contas
humanas.

No contexto do tépico 4.6, cinco hipoteses da pesquisa foram diretamente
avaliadas, relacionadas aos padrdes de comportamento e de engajamento de contas
humanas e bots. A andlise realizada revelou distingdes significativas entre os dois
grupos, especialmente no que diz respeito ao volume de postagens, a abrangéncia
tematica e a atuacdo por area do conhecimento. Constatou-se que, embora
representem uma minoria numeérica, as contas automatizadas foram responsaveis por
um numero desproporcionalmente elevado de postagens, o que corrobora a hipétese
HO2 — Bots postam mais que humanos, mesmo sendo minoria. Esse comportamento
intensivo é indicio de estratégias automatizadas voltadas a amplificagdo de conteudos
cientificos, reforcando a necessidade de mecanismos que filtrem interagdes nao
auténticas na construcéo dos indicadores altmétricos.

Além disso, os dados evidenciaram que bots atuam de forma mais difusa entre

areas e subareas cientificas, com maior presenca em multiplas divisdes tematicas,
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enquanto os perfis humanos tendem a concentrar suas interagbes em dominios
especificos de interesse. Tal achado confirma a hipétese H04 — Bots atuam em mais
divisbes tematicas do que humanos. A hipotese HO3 — A atuacio de bots varia por
area do conhecimento também encontra respaldo nesta analise, uma vez que foi
observada variagao no padrao de atuacao dos bots conforme a area do conhecimento,
com predominancia de perfis automatizados em grandes areas como Ciéncias da
Saude e Ciéncias Biologicas, o que pode refletir estratégias especificas de
disseminacao cientifica nesses campos.

Por fim, a analise linguistica e de engajamento revelou que os bots
apresentam padrdes expressivos e distintos em relagdo aos humanos, utilizando com
maior frequéncia estratégias como repeticdo textual, polarizagdo emocional e
marcacoes recorrentes. Esses padrdes ndo apenas diferenciam os comportamentos
automatizados, como também fortalecem a eficacia dos classificadores ao capturar
nuances de atuagdo ndo humana, reforgcando a importancia de métricas linguisticas e

comportamentais na construgcao de modelos de deteccéo.

4.6 HIPOTESES DE PESQUISA: STATUS DE VERIFICAGAO, EVIDENCIAS E TIPO
DE ANALISE

As hipéteses formuladas orientaram o delineamento metodoldgico, a
construcdo da base de dados e a interpretacdo dos resultados obtidos. Cada uma
delas esta associada a um ou mais objetivos especificos da pesquisa e foi verificada
por meio de abordagens distintas, conforme o tipo de dado, a técnica utilizada e a
natureza da inferéncia. Algumas hipoteses foram testadas por meio de métricas de
desempenho quantitativas (como F1-score, AUC e Kappa), outras foram confirmadas
a partir de analises empiricas baseadas nos dados obtidos, enquanto algumas foram
examinadas qualitativamente, com base em interpretagdes geradas por técnicas de
explicabilidade como o SHAP.

O Quadro 6 apresenta uma sintese das hipéteses de pesquisa formuladas.
Para cada hipotese, sdo externados os objetivos especificos relacionados, o tipo de
analise adotada (empirica, estatistica, qualitativa, procedimental ou exploratéria), a
fonte de evidéncia correspondente na tese (segbes ou tabelas) e o status de
confirmagao com base nos resultados obtidos. Essa organizagédo oferece uma viséo

integrada do percurso analitico da pesquisa, permitindo acompanhar a articulagao
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entre hipdteses, métodos e resultados, e assegurando a rastreabilidade e a coeréncia
entre os elementos constitutivos do trabalho cientifico, bem como fornecendo
transparéncia ao processo de investigagdo. A consolidacdo dessas informagdes em
formato tabular contribui para a rastreabilidade dos resultados e reforca a coeréncia

entre os objetivos da pesquisa, os métodos empregados e as evidéncias produzidas.

Quadro 6 - Verificagdo das Hipoteses de Pesquisa: Fontes e Estratégias Analiticas

Tipo de Fonte/
Hipétese Ob;. - sa - Status
P ) Analise Evidéncia na Tese
HO1 — XGBoost tem
. - Secédo. 4.3 — Tabela 3 (F1,
desempenho superior B |Estatistica Comprovada
. AUC, Kappa)
aos demais modelos
HO02 — Bots postam .
. P Estatistica |Secado.4.5-Tabela5e
mais que humanos, E o , - Comprovada
L descritiva discussao

mesmo sendo minoria
HO3 — A atuacéo de Estatistica e - -

. Q, _ | Secdo. 4.5.1 — Gréaficos 5 e 6;
bots varia por area do E |segmentaca Comprovada

. Tabela 4
conhecimento o]
HO4 — Bots atuam em s .

e . Descritiva / - Parcialmente
mais divisbes tematicas | E .. |Secédo.4.5.1.2-Tabela 9 )
Exploratério confirmada

do que humanos

Fonte: Dados da Pesquisa (2025).

As hipbteses formuladas nesta pesquisa foram verificadas por meio de
estratégias variadas de analise, sempre alinhadas aos objetivos especificos. A seguir,
descreve-se de forma integrada como cada hipotese foi avaliada com base nos dados
obtidos e nas técnicas aplicadas.

A hipétese HO1 previu que o algoritmo XGBoost teria desempenho superior aos
demais testados. Essa verificacao foi realizada por meio da aplicagao de um pipeline
unificado, utilizando os algoritmos KNN, Arvore de Decis&o, Floresta Randémica e
XGBoost, sendo este ultimo o que apresentou melhores métricas preditivas.

Considerando o impacto dos bots nos indicadores altmétricos, a hipotese HO2
sustentava que contas automatizadas publicariam mais frequentemente do que contas
humanas, mesmo sendo numericamente minoritarias. Essa hipotese foi verificada por
meio da analise da distribuicdo de postagens, ressaltando o comportamento dindmico
das contas automatizadas. A hipotese HO3, por sua vez, afirmava que a atuagao de
bots variava conforme a area do conhecimento das publica¢gdes compartilhadas. Essa
proposi¢ao foi confirmada com base na analise tematica dos posts, que demonstrou
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uma presenca mais marcante de bots em determinadas disciplinas, como ciéncias
exatas e computagao.

Por fim, a hip6tese HO4 previa que bots atuariam em mais divisbes tematicas
do que contas humanas, sugerindo uma estratégia de disseminagdo automatizada
mais ampla e inespecifica. Essa hipotese foi parcialmente confirmada, sendo
observada uma maior dispersao tematica entre os bots. De modo complementar, os
dados analisados indicam padrbes de atuagao mais focados e com menor frequéncia

entre os usuarios humanos.
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5 CONCLUSOES

A presente pesquisa teve como objetivo central investigar e desenvolver
métodos de detecgdo de bots na plataforma X com foco na disseminagdo de
publicacdes cientificas, contribuindo para o aprimoramento das métricas altmétricas.
Para isso, foram aplicadas abordagens de aprendizado de maquina, estratégias de
curadoria de dados e analises quantitativas e comportamentais, de modo a oferecer
uma visdo abrangente e aprofundada do fenbmeno da automagédo na comunicagao
cientifica em redes sociais.

Os resultados obtidos revelam que modelos baseados em algoritmos de arvore,
especialmente a Floresta Randdbmica e o XGBoost, demonstraram melhor
desempenho na tarefa de classificacdo automatica de contas, superando
significativamente métodos como o KNN. O modelo final treinado com XGBoost
atingiu alta acuracia (94,29%), elevada AUC (0,9392) e desempenho satisfatério na
identificacdo de contas automatizadas, mesmo diante do desafio de
desbalanceamento entre classes. A calibragem do threshold para maximizagao do F1-
score da classe minoritaria (bots) foi fundamental para aprimorar a sensibilidade do
modelo.

Outro achado relevante da pesquisa foi a constatacido da inadequacédo de
bases genéricas de detecgdo de bots para o contexto especifico da altmetria. A
construcdo de uma base de dados rotulada, com perfis classificados manual e
automaticamente a partir de fontes especializadas, mostrou-se essencial para o
treinamento de modelos mais representativos do ecossistema cientifico digital. Essa
base, composta por mais de 13 mil contas rotuladas, serviu de alicerce para o
desenvolvimento de um classificador robusto, alinhado as especificidades do campo
da altmetria.

A analise quantitativa revelou uma desproporcionalidade expressiva entre a
quantidade de contas de bots (4%) e seu volume de atividade (22% das postagens),
indicando que contas automatizadas, apesar de minoritarias, exercem impacto
significativo sobre a visibilidade de conteudos cientificos. A média de postagens por
conta de bot (12,6) foi substancialmente superior a média observada entre contas
humanas (1,7), reforcando a hipotese de que botfs operam com estratégias de
amplificacdo automatizada, com potenciais efeitos distorcidos sobre os indicadores

altmétricos.
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Adicionalmente, verificou-se que a influéncia dos bots ndo € homogénea entre
as areas do conhecimento. Divisbes como Mathematical Sciences, Information and
Computing Sciences e Physical Sciences apresentaram proporgdes elevadas tanto
em numero de contas automatizadas quanto em volume de postagens geradas por
bots. Em contrapartida, areas como Law and Legal Studies, Education e Health
Sciences exibiram baixa incidéncia de bots e maior predominancia de perfis humanos.
A analise estatistica demonstrou alta variabilidade entre as divisdes, com coeficiente
de variagéo de 48% na proporgao de postagens por bots, 0 que aponta para padroes
disciplinares distintos quanto a adogao de estratégias automatizadas de divulgagéo.

Essas descobertas ressaltam a necessidade de abordagens especificas e
monitoramento continuo para a identificagdo de contas automatizadas no contexto
cientifico. A presenca significativa de bots em determinadas areas pode comprometer
a interpretacdo dos indicadores altmétricos, distorcendo avaliagbes de impacto e
engajamento. A metodologia desenvolvida nesta pesquisa, baseada na construgao de
uma base rotulada, na aplicacdo de modelos avangados de classificagao e na analise
estratificada por divisao cientifica, oferece subsidios técnicos e conceituais para o
aprimoramento das praticas de analise altmétrica.

A analise dos resultados permitiu também verificar a superioridade do modelo
XGBoost em relagdo aos demais algoritmos testados, bem como a relevancia do uso
de SHAP para a explicabilidade do modelo. As evidéncias indicaram ainda que bots,
apesar de numericamente minoritarios, apresentam atividade significativamente
superior a dos humanos e operam com maior diversidade tematica (H04), ao passo
que contas humanas demonstram menor volume de postagens e foco mais restrito
por area do conhecimento.

Os resultados obtidos nesta tese evidenciam que as distorcdes causadas pela
atuacao de bots nos scores altmétricos exigem uma revisao critica da interpretagcéo
do Altmetric Attention Score (AAS), sobretudo em areas mais suscetiveis a
automacgao, como Information and Computing Sciences, Human Society, Engineering
e Environmental Sciences. Nas analises realizadas, observou-se que essas divisdes
concentram um numero expressivo de contas automatizadas, alcangando 20,1% em
Mathematical Sciences e mais de cinco mil perfis em Information and Computing
Sciences, o que resulta em um volume inflado de mengdes e, consequentemente, em
scores potencialmente superestimados. Esse grau de automacgao é particularmente

relevante em plataformas como o X e o Facebook, nas quais mecanismos de
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postagens automatizada amplificam artificialmente a visibilidade de determinados
artigos ou periédicos (Maricato et al., 2025).

Além do efeito quantitativo, constatou-se que areas com scores medianos, mas
alta concentracao de mencgdes repetitivas e baixa diversidade de fontes, podem refletir
formas de engajamento ndo orgénico, distintas daquelas em que o alto desempenho
altmétrico resulta de interagdes qualificadas e diversificadas. Dessa forma, o AAS,
quando interpretado isoladamente, tende a capturar mais a intensidade do trafego
automatizado do que a qualidade da atencgao social. A presencga de bots, portanto, ndo
€ homogénea, variando conforme o perfil tematico e o grau de exposigao publica de
cada disciplina, aspecto também destacado por Araujo em Maricato et al. (2025).
Assim, propde-se que o AAS seja interpretado de modo contextualizado, levando em
consideragao a probabilidade de interferéncia automatizada e as caracteristicas
comunicacionais das areas, de forma a aprimorar a acuracia das avaliagbes de
impacto social e institucional da pesquisa em consonancia com o que é apresentado
em Maricato et al. (2025).

Essa constatacido implica uma mudanga de paradigma onde o AAS deixa de
ser compreendido como um indicador estritamente quantitativo e passar a ser
concebido como um indice relacional e contextual, cuja validade depende da detecgéo
e ponderacdo da influéncia automatizada de maneira coerente com a critica de
Rodrigo Costas em Maricato et al., (2025) ao “excesso de mimetizagédo da légica de
citacao” e a necessidade de reformulacao conceitual da altmetria como um espaco de
acoplamentos heterogéneos.

Ferramentas como o SciBotScan, desenvolvida nesta tese, oferecem subsidios
concretos para essa reinterpretacao, ao integrar variaveis comportamentais tais como
frequéncia de postagens, repetigdo textual, polaridade de sentimento, legibilidade e
outras, capazes de gerar indicadores de organicidade. A combinagdo desses
parametros com o AAS tradicional pode originar métricas ponderadas por
autenticidade, distinguindo o engajamento genuino da amplificagdo artificial e
permitindo que instituicdes valorizem praticas legitimas de divulgagao cientifica, sem
confundi-las com estratégias automatizadas de autopromocgao.

As implicagbes desses resultados estendem-se ao campo mais amplo da
avaliacao cientifica. A presenca significativa de contas automatizadas em
determinadas areas, especialmente nas ciéncias computacionais, engenharias e

ciéncias sociais digitais, pode comprometer a comparagao interinstitucional e reduzir
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a fidedignidade dos indicadores altmétricos, essa preocupagao também é levantada
por Araujo em Maricato et al., (2025), ao afirmar que o uso apressado das métricas
pode gerar “pesquisadores cacgadores de likes” e comprometer a integridade
avaliativa. Com ferramentas como o SciBotScan, é possivel oferecer mecanismos de
monitoramento e ponderagcdo da automacgéao, contribuindo para mitigar esse risco e
fortalecer a transparéncia dos processos avaliativos. Sua aplicagcdo pode subsidiar
universidades, agéncias de fomento e periddicos cientificos na formulagao de politicas
mais responsaveis de uso da altmetria, alinhadas as diretrizes internacionais de
integridade e ciéncia aberta.

Por fim, os resultados desta tese indicam que as features utilizadas no modelo
de deteccdo de bots, abrangendo aspectos temporais, linguisticos, relacionais e
semanticos, constituem um caminho promissor para o aprimoramento dos indicadores
altmétricos. Ao capturar padrdes de cadéncia, legibilidade, repeticdo e vinculo com o
objeto cientifico, essas variaveis permitem distinguir interagcdes organicas de
atividades automatizadas, revelando dimensoées qualitativas do impacto informacional
gue escapam as métricas baseadas apenas em volume — convergindo com a defesa
de Rodrigo Costas e Ronaldo Araujo em Maricato et al., (2025) de que a altmetria
deve priorizar abordagens qualitativas e interpretativas em detrimento de contagens
brutas.

A incorporagao dessas features em sistemas de mensuragéo altmétrica abre
espaco para o desenvolvimento de indicadores mais sensiveis a organicidade das
interagdes e ao valor comunicativo das trocas informacionais.

Embora o modelo apresentado represente um avango na curadoria e filtragem
de dados altmétricos, sua plena integragao as praticas de avaliagao cientifica requer
estudos futuros. Entre as possibilidades de continuidade, destacam-se a criacdo de
métricas derivadas que ponderem a probabilidade de automacgao e a qualidade do
engajamento, bem como a adaptagéo das variaveis aos novos padrdes de produgéo
de conteudo mediados por inteligéncia artificial. Tais aprimoramentos poderéo
contribuir para a formulagao de indicadores mais transparentes, éticos e robustos,
capazes de reconhecer a legitimidade dos bots enquanto instrumentos de divulgagao
cientifica, mas sem permitir que sua atuacgao distor¢ga a compreensao do impacto real
da comunicagado académica nas redes digitais.

Em termos epistemoldgicos, esta tese propde um deslocamento na

compreensao dos indicadores altmétricos, especialmente do Altmetric Attention Score



171

(AAS), que devem ser interpretados n&o mais como medidas puramente quantitativas,
baseadas em contagens brutas, mas como constru¢des informacionais que requerem
leitura qualificada apartir de uma curadoria e contextualizada. A atencéo cientifica nas
redes sociais nao € homogénea: resulta da interagao de multiplos agentes (humanos,
institucionais e automatizados), e de diferentes formas de engajamento, que incluem
desde a replicagdo automatica até o comentario critico e a mediagéo interpretativa.
Sob essa perspectiva, o score deixa de ser um “fato dado” e passa a ser compreendido
como um “fato construido”, cuja validade depende da explicitagcdo dos critérios de
coleta, ponderacgao e transparéncia quanto a origem das interagdes que o compdem.

Esse reposicionamento n&o implica rejeitar a automagéo, mas reconhecer sua
presencga e seus efeitos. Admite-se que bots podem exercer um papel legitimo na
difusdo cientifica, especialmente quando operam como extensdes comunicacionais
de instituigdes, periddicos ou repositérios. Contudo, sua atuagdo deve ser
conceitualmente demarcada, de modo que sua influéncia seja visivel, proporcional e
justificada. O propdsito, portanto, ndo é excluir os agentes automatizados, mas
integra-los de forma ética e interpretavel, evitando que a performatividade dos
numeros, aquilo que o indicador “faz” no mundo, se sobreponha ao seu significado,
aquilo que ele efetivamente “representa” sobre o mundo. Assim, a organicidade do
engajamento, entendida como expressdo de mediagdo humana, ancoragem
documental e diversidade de vozes, constitui o principio regulador da interpretacéo do
AAS e dos indicadores altmétricos em geral.

Conclui-se, portanto, que o uso de inteligéncia artificial aplicada a detecgao de
bots na altmetria € ndo apenas viavel, mas necessario, especialmente em um cenario
informacional crescente e mais automatizado. A pesquisa aqui apresentada contribui
para a transparéncia na mensuracgao da influéncia cientifica em redes sociais e aponta
caminhos para a mitigagc&o de vieses algoritmicos e para a promog¢ao de métricas mais

confiaveis e representativas da producdo académica.
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APENDICE A - PROCEDIMENTOS METODOLOGICOS ADOTADOS PARA A
REVISAO SISTEMATICA DE LITERATURA

A adocao de protocolos bem estabelecidos é fundamental para a condugao de
revisdes sistematicas de literatura, garantindo rigor metodoldgico e transparéncia na
coleta e andlise de dados. O protocolo PRISMA (Preferred Reporting Iltems for
Systematic Reviews and Meta-Analyses) é amplamente utilizado como referéncia para
a conducao de revisbes e metanalises, estruturando o processo em etapas que
incluem a identificagao, triagem, avaliacdo de elegibilidade e inclusdo dos estudos
(Galvao et al., 2022). Cada uma dessas etapas € cuidadosamente delineada para
assegurar que as revisdes sejam abrangentes e replicaveis, proporcionando um relato
claro e objetivo dos métodos utilizados. Neste contexto, o presente protocolo segue a
orientagao do PRISMA, com adaptacgdes especificas para a revisdo de literatura sobre
deteccgao de bots na altmetria, assegurando uma selegao criteriosa das fontes e uma
analise profunda das evidéncias encontradas para responder as questdes de pesquisa
previamente definidas.

Respeitando as 4 etapas, o protocolo proposto € composto por sete atividades:
(1) definicdo de protocolo, (2) formulagdo de questdes de pesquisa, (3) construgao de
strings de busca, (4) selegdo de bases de dados, (5) aplicagdo dos critérios de
inclusdo e exclusao, (6) selecado dos estudos e (7) sintese dos resultados. A Figura 6

apresenta o fluxograma detalhado de execugéo do protocolo.

Figura 6 - Fluxograma de execugao do protocolo de Revisdo Sistematica de Literatura
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Fonte: Dados da pesquisa (2025).
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O protocolo de pesquisa foi definido para orientar a revisao sistematica de
literatura sobre a detec¢do de bots no Twitter que promovem artigos cientificos e
afetam os scores altmétricos. O protocolo abrange:

1. As questoes de pesquisa derivadas do objetivo principal.

2. A estratégia de busca para localizar artigos relevantes nas
principais bases de dados a partir da formulagao da String de Busca.

3. A selecao das bases de dados de acordo com as
especificidades do tema

4. Os critérios de inclusao e exclusao para selecionar os estudos

a serem analisados.

A.1 Questdes de pesquisa

A questao principal da pesquisa é: “Quais sdo os métodos, ferramentas e
desafios na detecgdo de bots que influenciam os scores altmétricos de artigos
cientificos no X?”

A partir desta questao, foram derivadas as questdes secundarias apresentadas
a segquir.

RQ1: Quais sdo os métodos e algoritmos existentes para detectar bots no X?

RQ2: Quais caracteristicas comportamentais distinguem bots de usuarios
humanos na divulgagao de artigos cientificos?

RQ3: Quais métricas e atributos especificos (e.g., frequéncia de postagens,
rede de conexdes, padrdes de linguagem) sdo mais usados para identificar bots no
contexto da disseminagao de artigos?

RQ4: Como o uso de bots afeta a precisao e a validade das métricas altmétricas
no contexto académico?

RQ5: Quais ferramentas e frameworks tém sido utilizados para analise de bots
no X?

RQ6: Quais sao os principais desafios e limitacbes na deteccédo de bots que
influenciam altmétricas?

RQ7: Quais sao as implicagdes éticas e legais no uso de bots para aumentar
artificialmente a disseminacao de artigos?

RQ8: Quais abordagens foram propostas para mitigar a influéncia dos bots na
mensuragao de impacto de artigos cientificos?
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RQ9: Como diferentes tipos de bots (e.g., bots de spam, bots promocionais,
bots académicos) afetam, de maneira diferenciada, os scores altmétricos?
RQ10: Quais s&o as tendéncias futuras na detecgao e na mitigagéo do impacto

de bots na altmetria?

A.2. Estratégia de Busca: Formulacdo das Strings de Busca

A formulagao das strings de busca segue uma estratégia baseada em palavras-
chave para cobrir conceitos centrais relacionados a bots, X e altmétria. As palavras-
chave foram organizadas em trés categorias:

. Categoria 1 (Deteccao de Bots): ("bot detection" OR "bot
identification" OR "social bots" OR "Twitter bots")
. Categoria 2 (Altmetrics): ("altmetrics" OR "social media metrics"

OR "article-level metrics" OR "research impact")

. Categoria 3 (X e Divulgacao de Artigos): ("Twitter" OR "social
media" OR "scholarly communication" OR "scientific dissemination")

Essas palavras-chave foram combinadas com operadores booleanos,
resultando na seguinte string de busca:

(("bot detection”) OR ("bot identification") OR ("social bots") OR ("Twitter bots"))
AND (("altmetrics"”) OR ("social media metrics") OR ("article-level metrics") OR
("research impact")) AND (("Twitter") OR ("social media”) OR ("scholarly
communication") OR ("scientific dissemination"))

A string de busca foi aplicada aos metadados ABSTRACT, TiTULO E
PALAVRAS-CHAVE

A.3. Selecao das Bases de Dados

A escolha das bases de dados para uma revisdo de literatura € um passo
fundamental para garantir que a pesquisa seja abrangente, de alta qualidade e
representativa do estado da arte. A selecéo deve levar em consideracao o escopo dos
artigos indexados, a relevancia para a area de estudo e a credibilidade das fontes.
Desta forma, as bases de dados escolhidas para a revisdo abrangem periddicos
especializados em Ciéncia da Computagdo, Ciéncia da Informagdo e estudos

interdisciplinares entre comunicagao cientifica e redes sociais. A seguir, serao
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apresentadas as bases de dados selecionadas para a revisdo sobre a deteccido de
bots no X e o impacto nas altmétricas:

ACM Digital Library, uma das principais fontes de pesquisa em computagao e
tecnologia da informac&o. E especialmente relevante para estudos de detecgdo de
bots e redes sociais, pois possui uma vasta colecdo de conferéncias e peridédicos em
aprendizado de maquina, inteligéncia artificial, mineragdo de dados e analise de redes
sociais — temas essenciais para o desenvolvimento de algoritmos de detecgao e
analise de comportamento automatizado. Além disso, a ACM cobre topicos
interdisciplinares, como o impacto de novas tecnologias em diferentes areas, incluindo
comunicacao académica.

IEEE Xplore, uma referéncia mundial em pesquisas tecnolégicas e de
engenharia, com uma forte énfase em sistemas de informagao e inteligéncia artificial.
Como a detecgao de bots no X geralmente envolve a aplicagao de técnicas avangadas
de |IA e aprendizado de maquina, a IEEE se torna relevante para identificar métodos
de ponta e avangos no uso de redes neurais, algoritmos de processamento de
linguagem natural (PLN) e detecg¢édo automatizada de padrées de comportamento. Ela
também oferece acesso a conferéncias de alto impacto, como a International
Conference on Data Mining (ICDM) e a Conference on Computer Communications
(INFOCOM).

Science Direct, uma das maiores colegdes de artigos académicos revisados
por pares, abrange areas que vao desde ciéncias sociais até tecnologia, o que permite
acessar estudos que discutem ndo apenas a deteccao de bots, mas também as suas
implicagbes sociais e éticas no uso de métricas alternativas (altmétricas) para a
disseminacdo de conhecimento. E uma base importante para capturar estudos
interdisciplinares que combinam ciéncia da informag¢ao, comunicacdo académica e
ética digital.

Scopus, uma das maiores bases de dados multidisciplinares e amplamente
utilizada para revisoes de literatura por oferecer uma cobertura extensa de periddicos
de alta qualidade e conferéncias em diversas disciplinas. Ela fornece ndo apenas
artigos, mas também analises bibliométricas, citagbes e meétricas de impacto,
permitindo a identificacdo de tendéncias de pesquisa e autores influentes. Scopus é
particularmente importante para mapear o campo de estudo de forma ampla e
identificar conexdes entre disciplinas como ciéncia da computagdo, comunicagao e

ciéncias sociais.
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Springer Link: base de dados que combina estudos tedricos e praticos em
tecnologia, ciéncias sociais e ciéncias aplicadas. Seu valor esta na ampla colegéo de
livros, capitulos e periddicos que exploram os métodos de deteccdo de bots, além das
questdes tedricas e praticas relacionadas ao uso de IA e suas implicacdes. E ideal
para encontrar publicacbes mais extensas e detalhadas que abordam aspectos
interdisciplinares e contribuem para a formacédo de uma base tedrica sdlida.

Web of Science: base multidisciplinar com foco em estudos de impacto e
métricas de citacdo. Ela é frequentemente usada em analises bibliométricas e
altmétricas, facilitando o estudo do impacto de artigos e da influéncia de bots nas
métricas académicas. A Web of Science € particularmente util para capturar
tendéncias de citacbes e analises altmétricas, permitindo uma analise profunda de
como a disseminagao artificial (por meio de bots) pode distorcer o impacto percebido
de trabalhos cientificos.

A escolha dessas bases se baseou em trés critérios principais:

1.Cobertura Multidisciplinar: Para estudar deteccdo de bots no X, é
necessario acessar artigos de varias areas: ciéncia da computagdo, comunicagao,
ciéncia da informacao, ética e ciéncias sociais. Por isso, bases como Scopus, Web of
Science e Science Direct sdo essenciais para dar uma visdo completa.

2.Qualidade e Rigor Académico: Bases como ACM, IEEE e Springer séo
reconhecidas pelo rigor em suas publicagcdes, garantindo que apenas estudos
revisados por pares e de alta qualidade sejam incluidos na revisao.

3.Foco em Tecnologia e Ciéncias Sociais: A combinagdo de bases como
ACM, IEEE e as colegdes juridicas e sociais, como Springer, permite mapear um
panorama abrangente, cobrindo desde os aspectos técnicos (detecgdo de bots) até
suas consequéncias sociais (impacto nas altmétricas).

As bases citadas, foram selecionadas por cobrirem topicos de tecnologia, redes
sociais e métricas académicas, garantindo a inclusdo de estudos interdisciplinares.
Essa escolha estratégica garante que a revisdao de literatura seja abrangente,
interdisciplinar e cientificamente robusta, proporcionando uma analise detalhada dos
meétodos, dos desafios e dos impactos da detecgao de bots no campo da comunicacao
académica. A seguir serao apresentados os Critérios de Inclusdo e Exclusado adotados

neste protocolo.

A.4. Critérios de Inclusdo e Exclusao
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Os critérios definidos para selecdo de artigos visam garantir que apenas
estudos relevantes e de alta qualidade sejam considerados:
. Critérios de Incluséo:
o IC1: Estudos que abordam a deteccdo de bots no X em
contextos de divulgacao cientifica.
o IC2: Artigos que discutem como bots afetam a altmétria ou
métricas de impacto de artigos académicos.
o IC3: Publicacbes revisadas por pares, com foco em IA,
ciéncia da informacao ou altmetria.
. Critérios de Exclusao:
o EC1: Artigos EM DUPLICIDADE
o EC1: Artigos QUE NAO ESTAVAM EM INGLES
o EC2: Estudos que tratam de bots, mas nao no contexto de

divulgacao cientifica ou altmétricas.

A.5. Selecao dos Estudos

O processo de selecado dos estudos foi composto por quatro etapas:

b. Remocao de duplicatas e artigos que atendem aos critérios de
exclusao.
C. Leitura dos titulos, resumos e palavras-chave para uma

triagem inicial de relevancia.
d. Avaliagao do texto completo para garantir que o estudo aborda
os métodos e os desafios na deteccado de bots que afetam altmétricas.

A.6. Extragao e Analise dos Dados

As buscas foram realizadas no periodo de 30/09/2024 a 03/10/2024. A chave
de busca foi aplicada nas bases de dados nos campos de Titulo, Palavras-chaves e
abstract, filtrando por artigos.

Os resultados da busca utilizando a string de pesquisa proposta mostram uma
variagao significativa na recuperacao de estudos entre diferentes bases de dados. A

consulta foi estruturada para capturar publicagdes relacionadas a deteccado de bots
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em ambientes de redes sociais, com foco em métricas alternativas e disseminagao
cientifica.

Conforme pode ser observado no Quadro 7, a base de dados Springer Link
apresentou 0 maior numero de registros recuperados (97), sugerindo que esta fonte
contém um volume consideravel de estudos relevantes para o tépico. Esse resultado
pode ser explicado pela natureza multidisciplinar e pelo enfoque em comunicacao
cientifica e impacto social, areas fortemente representadas nos periddicos indexados

nessa plataforma.

Quadro 7 - Resultados da busca bibliografica (30/09 a 03/10/2024) sobre detecgéo de bots e métricas
altmétricas nas bases consultadas

DATA
DE BUSCA: 30/09/2024 a 03/10/2024

(("bot detection”) OR ("bot identification") OR ("social bots") OR ("Twitter bots")) AND

CHAV | (("altmetrics") OR ("social media metrics") OR ("article-level metrics") OR ("research impact"))
E DE BUSCA: |AND (("Twitter") OR ("social media") OR ("scholarly communication”) OR ("scientific
dissemination”))

SP
s BASE IEEE SCIE S | RINGER
CM DL | XPLORER NCE DIRECT | COPUS LINK 0s TOTAL
QTD 1
DE ARTIGOS 0 0 0 97 113

Fonte: Dados da pesquisa (2025).

Em contrapartida, Scopus e Web of Science (WOS) recuperaram menos
publicagdes, com 10 e 6 registros, respectivamente. Embora o numero seja inferior ao
da Springer Link, essas bases sao reconhecidas pela qualidade e pelo rigor na selegéo
de documentos, o que indica que os artigos encontrados possuem alto grau de
relevancia e rigor metodolégico.

Por outro lado, nenhuma publicagao foi encontrada nas bases ACMDL, IEEE
Xplore e ScienceDirect para a string de busca empregada. A auséncia de resultados
nestas bases pode ser atribuida ao fato de que esses repositérios tém maior foco em
computagdo, engenharia e tecnologia, areas nas quais o termo "altmetrics" e topicos
relacionados a disseminacgao cientifica ainda sdo menos abordados ou n&o integram
o foco principal dos artigos.

Dessa forma, a analise preliminar revela que os estudos sobre detecgcao de
bots com aplicagdo em altmetria e disseminacdo cientifica ainda estdo em
desenvolvimento e sao predominantemente discutidos em fontes com uma orientagao

mais interdisciplinar, como a Springer Link.
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Os dados extraidos de cada estudo selecionado incluirdo:

. Métodos de detecgao de bots empregados e sua eficacia.

. Caracteristicas comportamentais usadas para distinguir bots de
humanos.

. Impacto dos bots nos scores altmétricos e analise de casos
especificos.

. Ferramentas e frameworks utilizados.

. Desafios e oportunidades para novas pesquisas na area.

O Quadro 8 apresenta os resultados da aplicagédo dos critérios de exclusdo ao
protocolo de busca bibliografica nas bases de dados selecionadas. Apds a
recuperacéo inicial de 113 artigos, foram realizadas etapas de filtragem a fim de
garantir a consisténcia e relevancia do corpus analisado. O primeiro critério (EC1)
eliminou trabalhos duplicados entre bases, totalizando sete exclusdes. Em seguida, o
critério de idioma (EC2) resultou na retirada de doze artigos ndo compativeis com o
escopo linguistico definido. Por fim, o critério de aderéncia tematica (EC3) excluiu 66
publicagdes que, embora recuperadas pela estratégia de busca, ndo apresentavam
alinhamento direto com os objetivos da pesquisa. Apds esses procedimentos,

permaneceu um total de 28 artigos, que constituem a base final para analise.

Quadro 8 - Resultados da aplicagéo dos critérios de exclusao ao protocolo de busca bibliografica nas
bases consultadas

BASES: IEE SCIENCE E SPRING
: CMDL | XPLORER DIRECT COPUS ER LINK 0s TOTAL
] 1
QTD DE ARTIGOS: 0 0 0 o7 13
“CRITERIOS  DE
EXCLUSAO
EC1
DUPLICIDADES) 2 4
EC2 (IDIOMA) 12 2
EC3 (ADERENCIA) 66 6
TOTAL: 8

Fonte: Dados da pesquisa (2025).
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APENDICE B - PLANO DE GESTAO DE DADOS (PGD)

1. Descrigao dos Dados
Tipos de dados: Tabelas Excel, arquivos CSV, scripts Python, bases de dados
de artigos cientificos, posts de redes sociais, datasets de contas classificadas.
Volume estimado: Aproximadamente 11.2 GB.
Formatos dos arquivos: XLSX, CSV, PY, PKL.
Origem dos dados: Altmetric.com, bases de dados académicas, coleta propria
em redes sociais.
2. Coleta e Documentagao dos Dados
Métodos de coleta: Download direto de bases de dados (Altmetric.com),
extracdo automatizada via scripts Python e coletas manuais.
Ferramentas e softwares utilizados: Python (bibliotecas pandas, numpy,
requests), Excel, GitHub, Google Colab.
Padroes de metadados adotados: Campos estruturados conforme Field of
Research (FoR Code - ANZSRC 2020).
3. Organizacao e Armazenamento
Estrutura de organizag&o dos arquivos compactados(.zip):
. IDATA.zip (3.155.077 kb)
= /DRV_01_AltmetricResearcOutput
= DAD 00 Tabela ForCode.xlsx
= DAD_02_CalculoAmostraArtigos.xlsx
= DAD_03_ArtigosSelecionadosRandom.xIsx
= DAD 04 PostsColetados.xlsx
= DAD_05 PostsCruzamentoDatasets.xIsx
= DAD_06_ContasPorGrandeArea.xlsx
= DAD_07_PostsldentificacaoPersonas.xIsx
= DAD_08 PostsCombinados.xIsx
= DAD_09 AmostraContas_Calculo.xIsx
= DAD_10_AmostraContasResult.xIsx
= DAD_11_ContasSelecionadas.xlsx
= DAD_12 AmostraFinal_Contas.xlsx
= DAD_ 13 AmostraFinal_Posts.xlsx
. ISCRIPTS.zip (11kb)



199

= ALG_01_CalcularAmostraArtigos.py

» ALG_02_SelecionarRandomArtigos.py

= ALG_03_ColetarPosts.py

» ALG_04_CruzarDatasets.py

» ALG_05_DetectarPersonas.py

» ALG_06_CalclarAmostraContas.py

» ALG_07_SelecionarRandomContas.py

» ALG_08_CriarDatasetFinal.py

. IMODELO.zip (328.927)

= ALG_09 Pipeline_XGBoost.py*

= MDL_ Top46Features.pkl

= MDL_ModeloXgboost.pk

= MDL_Scaler.pkl

= MDL_Imputer.pkl

= MDL_ThresholdOtimo.pkl

= DAD_14 DadosFeaturesTreinamento.xlsx

= DAD_15_ DatasetClassificadoManual.xIsx

= DAD_16_TodosPostsTreinamento.xlsx

= DAD_17_ContaslIntegralizado.xlsx

= DAD_18 Postsintegralizado.xlsx

= DAD_19 DadosFeaturesNovasContas.xlsx

= DAD_20_ ClassificacaoNovasContas.xlsx

» PDF_RelatorioModeloXgboost.pdf
Procedimentos de controle de verséo: Controle via ZENODO.
Local de armazenamento primario: https://zenodo.org/records/17050653.

4. Compartilhamento e Acesso
Estratégia de compartilhamento de dados:
- Dados derivados e scripts serdao disponibilizados em
https://lzenodo.org/records/17050653.
Repositérios pretendidos para disponibilizagdo: Zenodo.
Licencga de uso dos dados: Creative Commons CC-BY 4.0 para scripts.
6. Responsabilidades

Responsavel principal pela gestdo dos dados: Danielle Pontes.



7. Recursos Necessarios
Infraestrutura de armazenamento: ZENODO.
Ferramentas de gerenciamento de dados: Python, Excel.

8. Processo de Utilizagao dos Algoritmos

9.1 Download da Tabela Field of Research (FoRCode)

. Arquivo: DAD_00_Tabela_ForCode.xlsx

9.2 Download dos Artigos Cientificos por Grupo FoRCode

. Entrada: IDs dos 212 grupos FoR

. Saida: ARTIGOS-FORCODE/[cAdigo]_Altmetric.csv

9.3 Calculo Amostral de Numero de Artigos

. Algoritmo: ALG_01_CalcularAmostraArtigos.py

. Entrada:DAD_02_CalculoAmostraArtigos.xIsx

. Saida: Tamanhos amostrais

9.4 Selegdo Randdbmica de Artigos

. Algoritmo: ALG_02_SelecionarRandomArtigos.py

. Entrada: Amostras

. Saida: DAD_03_ArtigosSelecionadosRandom.xlsx

9.5 Coleta dos Posts de Cada Artigo da Selegao Randbémica

. Algoritmo: ALG_03_ColetarPosts.py

. Entrada: DOls

. Saida: DAD 04 PostsColetados

9.6 Fusdo dos Datasets

. Algoritmo: ALG_04_CruzarDatasets.py

. Entrada: Posts coletados + bases externas

. Saida: DAD 05 PostsCruzamentoDatasets.xIsx

9.7 Calculo Amostral de Numero de Contas por Divisdo FoRCode

. Algoritmo: ALG_06_CalcularAmostraContas.py

. Entrada: DAD_06 ContasPorGrandeArea.xIsx

. Saida: DAD 10_AmostraContas_Resultados.xIsx

9.8 Selegdo Randdémica de Contas por Divisdo FoRCode

. Algoritmos: ALG_07_SelecionarRandomContas.py
ALG_08_ CriarDatasetFinal.py

. Entrada: Contas por divisdo

. Saida: DAD_13 AmostraFinal_Posts.xlsx
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9.9 Construcao e Classificagao do Dataset de Treinamento

. Algoritmos: ALG_05 DetectarPersonas.py e cruzamento com bases
externas

. Saida: Dataset de treinamento rotulado (humano/bot)

9.10 Desenvolvimento e Otimizacdo do Modelo XGBoost

. Algoritmo: ALG_09_ Pipeline_XGBoost.py

. Entrada: df_final contendo features extraidas

. Saida: Modelo treinado para classificagdo de contas

Por fim, o quadro 9 apresenta a sistematizagdo dos passos metodoldgicos da
pesquisa, relacionando cada etapa do processo com os respectivos arquivos de dados
gerados e os algoritmos implementados. A estrutura evidencia a sequéncia légica
desde o download e organizagéao inicial dos dados dos artigos cientificos, passando
pelo calculo amostral, selecdo randémica de artigos e contas, coleta e classificagao
preliminar dos posts, até a criagcdo do dataset final. Além disso, contempla a fase de
desenvolvimento do modelo preditivo (XGBoost), incluindo arquivos de treinamento,
bases integralizadas, scripts de processamento e modelos finais. Dessa forma, o
quadro funciona como um mapa de reprodutibilidade, permitindo rastreabilidade e

transparéncia na condugao da pesquisa.
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Quadro 9 — Correspondéncia entre Passos Metodoldgicos, Bases de Dados e Algoritmos

Passos Metodoldgicos

Arquivos de Dados

Algoritmos

Nome

Descricao

Nome

Il.a.1 Download dos artigos cientificos
(ForCode no Altmetric)

DAD_00_Tabela_ForCode.xlsx

Tabela com todos os
codigos de grupos e
divisGes

DRV_01_AltmetricResearcOutput.zip

Arquivo zipado contendo
as 144 tabelas research
altmetric output de cada
grupo/divisdo com os
dados dos artigos

1l.a.2 Calculo amostral de artigos

DAD_02_CalculoAmostraArtigos.xlsx

Tabela com a relagao dos
144 grupos e o respectivo
resultado do calculo do
tamanho da amostra para
cada grupo

ALG_01_CalcularAmostraArtigos.py

1l.a.2 Sele¢do Randdomica de artigos

DAD_03_ArtigosSelecionadosRandom.xlsx

Relacdo dos 93.529
artigos selecionados
randomicamente

ALG_02_SelecionarRandomArtigos.py

Il.b.1 Coleta dos posts dos artigos
selecionados

DAD_04_PostsColetados.xlsx

Relacdo dos 758288 posts
realizados sobre os 93529
artigos

ALG_03_ColetarPosts.py

I1.b.2 Classificagao preliminar com base
em datasets da literatura

DAD_05_PostsCruzamentoDatasets.xIsx

Relacdo dos 758288 posts
- com o resultado do
cruzamento dos datasets
e identificacdo das
personas

ALG_04_CruzarDatasets.py
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DAD_06_ContasPorGrandeArea.xlsx

Relagdo das 464787
contas que postaram
sobre os artigos da
amostra com a sua divisao

DAD_07_PostsldentificacaoPersonas.xlsx

Posts com identificacdo de
personas

ALG_05_DetectarPersonas.py

I.b.3 Calculo amostral do numero de
contas

DAD_08_PostsCombinados.xlsx

Relagdo dos 758288 posts
com cédigo do grupo do
artigo que o post comenta

DAD_09_AmostraContas_Calculo.xlsx

Tabela com a quantidade
de contas por divisdo

DAD_10_AmostraContasResult.xlsx

Tabela com o célculo do
tamanho da amostra de
cada divisdo

ALG_06_CalclarAmostraContas.py

Il.b.3 Selegao Rand6mica de contas

DAD_11_ContasSelecionadas.xlsx

Resultado da sele¢do
randdémica das contas

ALG_07_SelecionarRandomContas.py

11.b.3 Criagao do dataset final de contas e
posts

DAD_12_AmostraFinal_Contas.xlsx

Relagdo das contas da
amostra final

DAD_13_AmostraFinal_Posts.xlsx

Relagdo de posts com
coluna selecionados (onde
1 = selecao da amostra de
artigos)

ALG_08_ CriarDatasetFinal.py

Il.c Processo de Desenvolvimento do
Modelo (XGBoost)

DAD_14_DadosFeaturesTreinamento.xlsx

Dados das conta do
usudrio com dezenas de
variaveis representando
suas
caracteristicas(FEATURES).

ALG_09_Pipeline_XGBoost.py
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DAD_15_DatasetClassificadoManual.xlsx

DFCONTAS - Dataset de
treinamento classificado
manualmente.
Informacgdes consolidadas
sobre as contas que fazem
parte do dataset.

DAD_16_TodosPostsTreinamento.xlsx

DFPOSTS - Posts
realizados pelas contas
em DFCONTAS, sobre os
artigos da amostra.

MDL_Top46Features.pkl Modelo
MDL_ModeloXgboost.pk Modelo
MDL_Scaler.pkl Modelo
MDL_Imputer.pkl Modelo
MDL_ThresholdOtimo.pkl Modelo
PDF_RelatorioModeloXgboost.pdf pdf

DAD_17_ContaslIntegralizado.xIsx

Base com dados das novas
contas

DAD_18_ PostsiIntegralizado.xlsx

Base contendo os posts
feitos por essas novas
contas

DAD_19 DadosFeaturesNovasContas.xlsx

Caracteristicas textuais,
métricas temporais,
estruturais e sintaticas,
além de medidas
linguisticas, de
legibilidade e de
similaridade entre nome e
identificador da conta
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DAD_20_ClassificacaoNovasContas.xlsx

Resultados finais — com
probabilidade prevista,
classe binaria e rétulo
textual (“Humano” ou
“Bot”)




