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Abstract

Since the discovery of light emitting properties on phenyl–based organic
semiconductors in the 90’s, considerable efforts have been devoted to study
the photophysical applications of conjugated polymers for development of
new technologies in organic optoelectronic devices. The potential advan-
tages in terms of ease of synthesis, flexibility, low cost, and large-area
capability make the organic semiconductors attractive for the electronics
industry, particularly when it comes to the promising development of a
new display technology. There are many potential applications such as
Organic Solar Cells, Thin–Film Transistors, and Organic Light Emitting
Diodes (OLEDs). The recombination dynamics between quasi–particles,
in order to generate excited species, has been identified as an important
process in these applications. Furthermore, the products arising from the
recombination mechanism as well as their final yields, have been shown
to be directly related to the devices performance. One of the significant
challenges in the science and technology of organic semiconductors is the
characterization of the temperature and impurity effects on the genera-
tion and recombination of quasi–particles. Thus, understanding how such
effects play the role of changing the formation dynamics of new prod-
ucts from the recombination process is of fundamental importance to the
development of more efficient optoelectronic devices. In this thesis, the
recombination dynamics between quasi–particles in organic semiconduc-
tors is numerically investigated under the influence of impurities, Coulomb
interactions, temperature and an external electric field. The aim of this
work is to give a physical picture of the products and their yields de-
rived from the recombination of different kinds of quasi–particles in or-
ganic semiconductors, when the above–mentioned effects are considered
and contribute to the understanding of these important processes, which
may provide guidance to improve, for example, the electroluminescence
yields in OLEDs.



Resumo

Desde de a descoberta das propriedades de emissão de luz atribuídas
aos semicondutores orgânicos baseados em grupos fenil na década de 90,
esforços consideráveis têm sido empregados no estudo de propriedades
fotofísicas desses materiais. Vantagens interessantes como facilidade de
síntese, flexibilidade, baixo custo de produção e vasta área de aplicação
tornam os semicondutores orgânicos atrativos para a indústria de eletrôni-
cos, particularmente quando a fabricação de uma nova tecnologia de telas
é considerada. Existem várias aplicações em potencial tais como célu-
las solares orgânicas, transistores de filme–fino e diodos emissores de luz
orgânicos (OLDEs). A dinâmica de recombinação entre quase–partículas,
de maneira a formar espécies excitadas, tem sido identificada como um
processo importante nessas aplicações. Um dos desafios relevantes na
ciência e tecnologia de semicondutores orgânicos é a caracterização dos
efeitos de temperatura e impureza sobre a geração e recombinação entre
quase–partículas. Com isso, o entendimento de como tais efeitos desem-
penham o papel de alterar a dinâmica de formação de novos produtos é
de fundamental importância para o desenvolvimento de dispositivos op-
toeletrônicos mais eficientes. Nesta tese, a dinâmica de recombinação en-
tre quase–partículas em semicondutores orgânicos é investigada numeri-
camente sob influência de impurezas, interações coulombianas, temper-
atura e campo elétrico externo. O objetivo desse trabalho é fornecer um
panorama físico dos produtos e seus respectivos rendimentos resultantes
da recombinação entre diferentes tipos de quase–partículas em semicondu-
tores orgânicos, principalmente quando os efeitos mencionados acima são
levados em consideração, contribuindo para a compreensão deste processo,
que pode fornecer orientações para aprimorar, por exemplo, a eficiência de
processos que envolvam eletroluminescência em dispositivos optoeletrôni-
cos tais como OLEDs.
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CHAPTER1
Introduction

In this chapter, a brief historical background regarding the discovery of conduct-
ing polymers is presented. An introduction about π–conjugated molecular systems,
particularly polyacetylene, is provided. Furthermore, we briefly discuss the physi-
cal properties of some important applications to the recombination process between
quasi–particles in organic–based optoelectronic devices. As a motivation, we present
the state of the art referring to this issue from the framework of a tight–binding
approach. Finally, the thesis outline is presented.

1.1 Historical Background

Since the discovery of conductivity in organic molecular crystals in the 60s, a huge
amount of studies has been performed using this class of materials to figure out the
mechanisms involved in the charge transport phenomena and in order to obtain new
species of organic semiconductors [1–3]. Devoted to this research field, the group
of Prof. Hideki Shirakawa was working on the synthesis of polymers from acetylene
gas since the late 1960s [1]. During an experiment, in 1974, a PhD student under
his guidance accidentally added thousands times more catalyst than it was usually
required. As a result, it was obtained a silvery and shining film with elasticity similar
to a plastic thin–sheet, named trans–polyacetylene [4–8].

Albeit the material obtained by Shirakawa and his student seemed a metallic–like
film, they have found that it was not electrically conductive. In 1977, Shirakawa
started a very fruitful collaboration with Alan Heeger and Alan MacDiarmid at the
University of Pennsylvania that was aimed to obtain polyacetylene films with greater
conductivity [9]. In the same year, they increased significantly the electrical conduc-
tivity of trans–polyacetylene by doping it with bromine [10]. Moreover, using well
oriented samples of the resulting film, conductivity levels nearly as high as that to
cooper were reached [11].
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The results derived from the above–mentioned collaboration gave rise to a new
generation of organic semiconductors, termed conjugated polymers. The interest
about these materials increased dramatically since that decade. Thereafter, many
other conjugated polymers have been both theoretically and experimentally stud-
ied. Particularly, after the discovery of the electroluminescence properties in poly(p–
phenylene vinylene) films [12], conjugated polymers have shown a bright future as
active materials in several technological applications such as Organic Light–Emitting
Diodes (OLEDs) [13, 14], Organic Solar Cells (OSCs) [15, 16], and Organic Thin–
Film Transistors (OTFTs) [17,18]. Furthermore, the electronic and optical properties
of conjugate polymers, together with their mechanical properties, processing advan-
tages, versatility of chemical synthesis, and low cost make them attractive materials
for the electronics industry, mainly when it comes to the promising development of a
new display technology [19]. Due to the discoveries and advances made in the field of
conducting polymers Heeger, MacDiarmid, and Shirakawa were awarded the Nobel
Prize in Chemistry in the year 2000.

1.2 The Polyacetylene

The polyacetylene is one of the simplest conjugated polymers with an one–dimensional
structure being formed from a long chain of carbon atoms [2,3]. The term conjugation
represents the switching of double and single bonds between the carbon atoms that
constitute the chain, where each carbon atom is bonded to a hydrogen atom and
laterally connected to other two carbons in a linear arrangement [2, 3]. During the
30s and 40s, this polymer was subject of several controversial theoretical discussions
regarding the role played by π–electrons. From a particular point of view, it was
thought, by symmetry considerations, that if the polymer chain were conjugated,
there would be a separation (gap) between the last occupied electronic state and the
first empty one. Therefore, the material would have semiconducting properties. It
was also thought that, if the electron cloud were delocalized throughout the system,
the bond lengths would tend to posses the same size. Thus, the symmetry of the
system would lead to a metallic–like band structure, i. e., with a solely half-filled
band.

From the theoretical point of view, the controversy was solved understanding
that, due to its polymeric structure, the polyacetylene would have one–dimensional
properties, thus being subjected to the theorem enunciated in 1953 by Rudolph Peierls
[20]: any one-dimensional conductor is unstable, subject to structural changes that
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may make it semiconducting. Therefore, this theorem was favorable to the point
of view which pointed out that the conjugated polymer chain would be the more
stable structure. In this kind of structure, the polyacetylene is weakly coupled to
the neighboring chain; consequently, the resulting material is flexible. The bond
conjugation produces two different distances between the CH groups: the carbons
bonded by a π-type bond are in a smaller distance between them than those bonded
by a σ-type bond. This process is termed dimerization. Experimental studies showed
the existence of two isomers for the polyacetylene: the trans-polyacetylene (tPA) Fig.
1.1(a), more stable from the thermodynamic point of view, and the cis-polyacetylene
(cPA) Fig. 1.1(b) [5–7]. For both configurations, experiments showed the existence
of unpaired electrons whose mobility was higher in the tPA isomer. In addition,
samples of the tPA isomer exhibited metallic levels for the conductivity when they
were exposed to high concentrations of dopants [11]. On the other hand, samples
of cPA, for similar dopant concentrations, presented quite lower conductivity [11].
Moreover, it was found that the doping process is reversible, i. e., the polyacetylene
film regained its original properties by decreasing the impurities concentration [5].
This fact allowed the conductivity degree of the sample to be precisely controlled.
[12,13].

(a) 

(b) 

(c) 

Figure 1.1: Schematic representation of three conjugated polymers: (a) trans-
polyacetylene, (b) cis-polyacetylene, and (c) poly(p–phenylene vinylene).

Thereafter, many conducting polymers, with more complex structures, were syn-
thesized. However, one fundamental feature was common to all: the alternating
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between single and double bonds, i. e., these complex structures are also conjugated
polymers. The poly(p–phenylene vinylene) (PPV), which its structure is represented
in Fig. 1.1(c), for example, is a conjugate polymer widely used in the fabrication of
OLEDs recently, due to the high photoluminescence yield it possesses.

1.3 Applications

Organic semiconductors have attracted considerable interest as potential candidates
for the development of optoelectronic devices due mainly to cheap and easy process-
ability. This makes them more attractive materials for the electronics industry to pro-
vide a new display technology and benign environmental sources of power than their
inorganic counterparts [21]. Very recently, they have been successfully implemented
as the active component in applications such as OLEDs [22, 23] and OSCs [24, 25].
In these devices, the charge carrier recombination and the generation of excited sates
are the key steps behind the mechanism of electroluminescence in OLEDs and the
power generation efficiency in OSCs. Following, we detail the working principles of
these two major optoelectronic devices.

1.3.1 Organic Light Emitting Diodes (OLEDs)

Since the discovery of the generation of light upon an electrical excitation (electro-
luminescence process) in acridine films in early 60’s [26–29], the research field of
organic–based materials to the development of a new class of optoelectronic devices
has experienced a significant growth. Also, it was found that organic molecular crys-
tals, such as anthracene, requires electric field strengths significantly above of 1.0
mV/Å to activate luminescence [30, 31]. In the late 80’s, the group of Prof. Richard
Friend obtained the same phenomenon with a conjugated polymer (PPV), thus pro-
moting a huge breakthrough in this research field [12]. From that moment on, the
possibility of these applications to arrive in the market through large companies
became reality and the development in the science and technology of OLEDs kept
growing tremendously.

In contrast to the conventional inorganic systems, the fact that organic semicon-
ductors are quasi–one–dimensional materials leads to the novel property of its lattice
structure being easily distorted to form self–trapped elementary excitations [32]. This
can be accomplished either by charge injections or by a photoexcitation mechanism,
and results on the induction of self–localized electronic states, such as excitons [32].
In organic semiconductors, an exciton is a bound electron–hole pair state formed due
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to the strong electron–lattice interactions. It is known that the efficiency of OLEDs
is related to the exciton dissociation mechanism [12,13]. An OLED normally consists
on a luminescent and a conducting conjugated polymer layer, introduced between
two metal electrodes. Electrons and holes are injected from the electrodes into the
polymer layer; as a result, this process induce self–localized electronic states, which
leads to the formation of excitons [12]. In these materials, excitons are generally
considered to be more strongly localized than excitons in three–dimensional semicon-
ductors, especially because in the former, the exciton is substantially confined to a
single polymer chain [13].

SUBSTRATE CATHODE ANODE 

 HOMO 

 HOMO 

 LUMO 

 LUMO LIGHT 

h 

h h 

h 

e

ee 

(1) 

(1) 

(2) 

(3) 

CONDUCTING 
POLYMER 

EMISSIVE 
POLYMER 

Figure 1.2: A schematic representation of the working principle of an OLED.

A schematic energy–level diagram for an OLED together with its working princi-
ple, that represents the exciton dissociation mechanism in this material, is shown in
Figure 1.2. This phenomenon is accomplished as follows: first, electrons and holes are
injected from negative (anode) and positive (cathode) electrodes respectively (step 1,
in the figure). This process is facilitated by choosing a material with low work function
for the cathode, similar in energy to the lowest unoccupied molecular orbital (LUMO)
of the emissive layer, and by choosing a material with high work function material,
similar in energy to the highest occupied molecular orbital (HOMO) of the conduc-
tive layer [33]. Following, electrons and holes capture one another within the emissive
polymer film, and form neutral bound excited state (step 2). Since the electron mo-
bility is usually slightly lower than the hole mobility in organic semiconductors, the
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recombination occurs closer to the cathode in the emissive layer [33]. Finally, a radia-
tive decay of the excited electron–hole state produced by the recombination process
take place (step 3).

The spin wavefunction of the exciton, formed from the two spin-1/2 electronic
charges, can be either singlet (S = 0) or triplet (S = 1). The radiative emission
(fluorescence) comes from the singlet only, and when the exchange energy is large,
cross–over from triplet to singlet is unlikely to happen, so that triplet excitons do not
produce light emission other than by indirect processes such as phosphorescence or
by triplet–triplet annihilation [33]. In OLEDs, the emissive polymer layer generally
is formed by a PPV film, which has high photoluminescence yields [13]. The hole
transport layer (conducting polymer) widely used in this devices is the Polyaniline
(PANI:PPS) [13]. Indium-tin Oxide (ITO) is used as the hole–injecting electrode and
a magnesium–silver alloy plays the role of the electron–injecting electrode [13].

1.3.2 Organic Solar Cells (OSCs)

The photovoltaic effect also involves the generation of electron and hole pairs and their
subsequent collection at opposite electrodes. A key aspect in the physics of organic
compared to inorganic semiconductors is the difference on the nature of the optically
excited states. Whereas in inorganic materials, the production of free charge is carried
out directly, the absorption of a photon in organic materials leads to the formation
of an exciton due to the strong electron–lattice interactions [34]. The organic exciton
binding energy is naturally large, on the order of (or even larger than) 500 meV.
This binding energy represents twenty or more times the thermal energy at room
temperature, kBT (300K) = 26 meV to be compared with a few meV in the case of
inorganic semiconductors [35].

A schematic energy–level diagram for a OSC under illumination, that represents
the exciton dissociation mechanism, is shown in Figure 1.3. As a first step, the photons
are absorbed with an average photon energy larger than the optical band gap on both
sides of the heterojunction (step1). Following, the thermalization and the formation
of excitons takes place (step 2). The next stage is the excitons diffusion through the
heterojunction (3). Finally (4) these structures are dissociated, therefore transferring
an electron (hole) into the acceptor (donor) layer. The energy difference between the
HOMO and LUMO levels of the donor and acceptor layers denotes, respectively, the
energy offset between the ionization potential values (HOMO energies), of the donor
molecular layer, and electron affinities (LUMO energies) of the acceptor molecular
layer [34]. Figure 1.3 represents a OSC whose acceptor layer is formed by materials
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which have high electron affinity and favors the rapid exciton dissociation, such as
C60 crystals, thus resulting in high–power conversion efficiencies [35]. The donor
layer widely used in these devices is a Pentacene crystal [35]. The hole and electron–
injecting electrodes are normally the same as used in the fabrication of OLED devices
[34]. The working mechanism of OSCs shows that the optical absorption in materials
based on organic semiconductors does not lead directly to free electron and hole
carriers that could readily generate electrical current [34]. Consequently, to generate
current in OSCs, the excitons must first dissociate into free charges.
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Figure 1.3: A schematic representation of the working principle of an OSC.

1.4 The State of the Art

As mentioned above, an OLED normally consists of a luminescent conjugate polymer
layer, introduced between two metal electrodes. Electrons and holes are injected from
the electrodes into the polymer layer and, as a result, this process also induces self–
localized electron states called polarons [32]. A polaron has spin ±1/2 and a charge
±e. It is known that the injected electrons and holes forms electron–polarons and
hole–polarons due to the strong electron–lattice interactions in these materials [13].
Bipolarons, that are spinless charge carriers and possess charge ±2e, can be created
in OLEDs when the charge injection results in a large concentration of polarons [13].
For example, two acoustic polarons with the same charge and antiparallel spins can
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combine with each other to for an acoustic bipolaron [32]. More details about these
structures will be provided in Chapter 3.

When an electron-polaron (–bipolaron) meets a hole-polaron (–bipolaron), they
may collide and recombine to form a mixed state composed by polarons (bipolarons)
and excitons, in which the electron and the hole are bonded in a self–trapped lattice
deformation known as exciton (biexciton), in analogy to conventional excitons in in-
organic semiconductors [33]. The photon emission results from the radiative decay
of the excitations. Thus, the yield of these excitations determines the electrolumi-
nescence efficiency in conjugated polymers [13]. It is known that the recombination
process between oppositely charged carriers [36–44] and between charge carries and
excitons [45, 46] plays an important role in the electroluminescence of OLEDs. Also,
it has been generally accepted that the electron–electron interactions [47, 48], the
temperature effects [49, 50], and the presence of impurities [51–53] in a conjugated
polymer lattice critically affects the polaron and bipolaron dynamics. In this way,
the recombination process of oppositely charged carriers, mainly in the presence of
impurities and temperature effects, and the consequent yield of neutral excitations
are believed to be of fundamental importance for OLEDs. Nevertheless, studies that
take into account this physical picture remain not well described in the literature.

Indeed, one factor of major importance is the role played by Coulomb interactions
in the recombination process between the quasi-particles. Lei et al. studied the
dependence of exciton formation rate on the spin orientation of polarons by simulating
the collision process of two oppositely charged quasiparticles, using a modified version
of Su–Schrieffer–Heeger (SSH) model [41]. The role played by the spin configuration in
the collision dynamics of these charge carriers is a question of fundamental importance
for electroluminescence processes in OLEDs. Their results show that the yield of
singlet excitons from parallel spin or antiparallel spin polarons configuration is not
influenced by the electron–electron (e–e) interactions. On the other hand, in the
manufacture of spin OLEDs to improve the luminescent efficiency, the e–e interactions
should be critical factors, whose role must be clarified. Particularly, understanding
how internal effects such as e–e interactions and impurity effects can favor or unfavor
the polaron–exciton formation via scattering of oppositely charged polarons is an issue
that is believed to be crucial for the design of more efficient devices with respect to the
electroluminescence. Thus, this point requires a better phenomenological description.

Some relevant theoretical studies carried out by An and co–workers have shown
that external electric field has a significant influence on polaron-exciton formation
via polaron-pair scattering in conjugated polymers [36]. The goal was to identify the
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generation mechanism of the self–trapped polaron–exciton. Their results show that,
for the scattering processes of two polarons initially presented on a same polymer
chain, three regimes of the applied electric field strength were identified: (1) at field
strength smaller than 0.2 mV/Å, the polaron-pair scatter into an exciton state after
1300 fs; (2) for an electric field strength between 0.2 mV/Å and 1.2 mV/Å, the
polaron-pair scatters into a pair of independent particles and each of them is a mix of
polarons and excitons (in this case, the yield of the neutral exciton depends sensitively
on the electric field strength); and (3) at electric field strength greater than 1.2 mV/Å,
the two polarons break into irregular lattice vibrations after their collision. When two
polymer chains are taken into account, the two polarons will combine together to form
a self–trapped exciton in one of the chains when they lie initially on different polymer
chains. These results indicate that the interchain interaction favors the formation of
polaron–excitons.

Still considering the recombination dynamics between two oppositely charged po-
larons, Li and colleagues expanded the process as in studies carried out by An and
collaborators [36], by adding Hubbard type e–e interactions to the SSH Hamilto-
nian [44]. The simulations have pointed out that two polarons can recombine directly
and efficiently in a full exciton, a process that is strongly dependent on the field
strength. Sun and Stafström have used the SSH model to investigate the formation
of excited states through the recombination process between two oppositely charged
polarons in a system composed of two coupled conjugated polymer chains [37]. In
this case it is reported that, depending on the interchain distance and the electric
field strength, the two polarons can either recombine into an exciton, become bound
together forming a polaron pair or pass each other. Furthermore, it was found that
the singlet states are always more easily formed than the triplet ones. These facts
indicate that in OLEDs, the electroluminescence quantum efficiency can exceed the
statistical limitation value of 25%.

Recently, it was experimentally reported that the capture of a positive bipolaron
by a deeply trapped negative polaron is one of the mechanism of trion formation in
a PPV derivative [54]. Sun and collaborators investigated theoretically the recombi-
nation process between an oppositely charged polaron–bipolaron pair in conjugated
polymers using a modified version of the SSH model [39]. They have pointed out that
below a critical electric field, the polaron and bipolaron can scatter into an excited po-
laron with high yield. Above the critical electric field, the polaron and bipolaron will
pass through each other and continue moving as isolated quasi–particles. Through the
use of a similar approach, the results obtained by Onodera showed that polarons and
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bipolarons can freely pass through each other without attractive or repulsive interac-
tions [55]. Theoretical studies carried out by Silva have shown that the presence of
a bipolaron limits the polaron movement in such a way that the polaron cannot pass
through the bipolaron keeping its integrity after the nonreactive collisional process,
thus resulting in a physical picture where the polaron mobility is compromised [56].

Studies carried out by Di and co–workers have shown that external electric field
strength has a significant influence on the results of bipolaron–bipolaron and bipolaron–
polaron interactions via scattering processes in conjugated polymers [42, 43]. By us-
ing a modified version of the SSH model to include the Brazoviskii–Kirova symmetry
breaking term, e–e interactions, and an external electric field they have investigated
the scattering and combination of oppositely charged bipolarons in a conjugated poly-
mer monolayer and in OLED heterojunction systems. Their results show that two
bipolarons can scatter into singlet biexciton state in monolayer and/or multiple–layer
polymeric materials. The yield of biexcitons in the collision of bipolarons can reach
values as high as about 75%. The biexciton state can decay to an exciton state, which
can subsequently decay to the ground state, allowing the overall electroluminescent
quantum efficiency in OLEDs from all sources to reach values as high as about 75%.
These results contributed to the understanding of the experimental fact that the in-
ternal quantum efficiency can reach 60%. Recently, Sun and Stafström have simulated
the same process depicting the effects of the e–e interactions for a system composed
of two coupled conjugated polymer chains [38]. Their findings indicate that there are
four channels for the bipolaron recombination: (1) forming a biexciton, (2) forming
an excited negative polaron and a free hole, (3) forming an excited positive polaron
and a free electron, and (4) forming an exciton, a free electron and a free hole.

The dynamics of generation and recombination of charge carriers in polymer films
of poly-para-phenylene (m-LPPP) by means of femtosecond electromodulated tran-
sient absorption spectroscopy were examined in Ref. [57]. Using this method, two
modes of polaron formation from relaxed exited states (excitons) with different be-
haviors were identified: (i) impurity induced in the absence of an external electric
field and (ii) electric field induced in a pristine film. It was also observed that only
a small part of excitons generates charge carriers at zero applied field. The main
portion of polarons recombines faster, but a fraction survives up to microseconds and
form fluorescent excited states. This fact shows the difficulty in keeping free charge
carriers stable enough to generate useful electrical current. Moses and colleagues
analyzed the charge carrier generation and relaxation dynamics using transient ex-
cited state absorption (photo–induced absorption) measurements in a prototypical
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luminescent polymer (PPV), probed with 100 fs temporal resolution in the 6–10 mm
spectral region. They spanned the infrared active vibrational modes to propose the
direct polaron creation, and also to indicate that the charge carrier dissociation rate
depends on the strength of the interchain interaction. This result suggests that direct
polaron creation can be an alternative route to the generation of stable free charge
carriers.

Theoretical studies on the effects of interchain interaction on the recombination
processes of charge carrier and on the generation dynamics in polymer chains have
been extensively carried out recently [58, 59]. In these studies, a nonadiabatic evolu-
tion method was used to investigate the relaxation dynamics of the charge carriers
in the presence of an external electric field. The inclusion of electron repulsion terms
has provided very interesting results concerning excitons with a SSH type model for
parallel chains. Considering a pair of interacting chains, the results showed that there
are not only intrachain excitons, but also interchain excitons. By an intrachain ex-
citon we mean a structure that contains, in a single chain, an electron coupled to a
hole, while an interchain exciton consists of a bound state of a positive polaron on one
chain and a negative polaron on the neighboring chain. Also, the results suggest that
the creation efficiency of interchain excitons increases by increasing the interchain
coupling, while that of intrachain excitons decreases.

It is important to emphasize here that all above–mentioned studies have been fo-
cused on specific cases with idealized conditions. A theory that widely holds true for
real materials needs further verifying by addressing some realistic effects, for example,
the order degree of molecules, temperature and impurity effects. From these works,
we can see that all the results for the polaron–pair interaction are not fully described,
so that further investigations that take into account some of these effects are needed.
Particularly, a feature specially not appropriately described in the literature is the
temperature influence on the recombination process of charge carriers. Although
thermal effects are known to be important to the charge carriers creation mechanism,
recent theoretical and experimental studies suggest that the photogeneration creation
time is temperature–independent. Besides, experimental evidence suggests that the
dynamical decay of transient photoconductivity is temperature–independent [60–62].
These results suggest that the contribution of the localized charge carriers (polarons)
to the photocurrent is predominant at higher time scales. It is worth to mentioning,
also, that a consistent study about the products of the recombination processes be-
tween quasi–particles, particularly concerning features that might increase the yield
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on the formation of excited states, had not been performed, so that further investi-
gations are needed.

A final remark concerning the system investigated in this work must be performed.
Our work report mainly results concerning polyacetylene species in the cis configu-
ration. One, however, should have noticed the great amount of different compounds
that present high expectation of applicability in the organic electronic field. As we
will soon discuss, the model applied to treat conjugated polymers is a parametrical
semi-empirical tight-binding with lattice relaxation. Therefore, although we are, in
principle, dealing with cis-polyacetylene, a simple change of parameters obtained ex-
perimentally would be enough to address any kind of π-conjugated polymer with the
cis symmetry (which, incidentally, is the dominating symmetry as far as applicability
is concerned). By not doing so, however, we can expect our results to have an impor-
tant generality feature, typical of those models applies to standard systems. In order
words, we developed a general model to be used for any particular kind of system,
provided the correct parameters are included. Experience shows that the qualitative
behavior of the electronic transport differs very little between different conjugated
polymers, because the alternating pattern is pretty much the same and the coupling
between π electrons and lattice is responsible for the transport. Therefore, our results
are expected to be qualitatively valid for conjugated polymers in general.

1.5 Thesis Outline

The present and the following chapters are intended to serve as a further introduction
to the papers included in this thesis. A short historical review regarding the discov-
ery of conducting polymers were presented in the present chapter. An introduction
about π–conjugated molecular systems, particularly the polyacetylene, was provided
as well as a list of some important applications of charge recombination in organic
semiconductors. As a motivation, we have just discussed the state of the art referring
to this issue from the framework of a tight–binding approach. In Chapter 2, the
theoretical background referring to the approaches used here are provided. Finally,
in Chapter 3 the Su–Schrieffer–Heeger (SSH) model and its extensions to include an
external electric field, coulombic interactions, impurities, and temperature effects are
extensively described. The scientific papers constitute the second part of this thesis
and are presented in the following together with a short summary of their goals. In
blue, are the links to the websites of the papers for the online version of the thesis:
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Paper I

The purpose of this paper was to propose a new method, using the genetic algorithm
optimization technique (GAOT), designed to obtain the lattice geometry parameters
and the electronic structure of π-conjugated polymer systems. Particularly, we have
obtained the ground state structure of a completely dimerized trans–polyacetylene.
Moreover, we have used this approach to determine the polaron and soliton solutions.
These solutions were then compared to the traditional self–consistent-field (SCF) so-
lutions. We have concluded that the optimization technique proposed here generates
solutions as those obtained using traditional (SCF) techniques, with the important
advantage of reducing significantly the number of iterations needed to reach conver-
gence.

Paper II

The stability of charge carriers in conjugated polymers was investigated in terms of
a nonadiabatic evolution method by using an extended version of the SSH model
that includes the effects of an external electric field and temperature. On the basis
of this physical picture, different patterns of applied electric field and temperature
dependence of polaron and bipolaron kinematics as well as the transitions between dif-
ferent regimes are found. Phase transitions from subsonic to supersonic velocities are
also discussed in terms of the system conditions. We were able to describe at which
thermal regime each quasi-particle loses its stability and also to determine under
which circumstances do the electric field and temperature rise or dampen its motion.
These results are particularly important in order to enlighten the understanding of the
temperature–included recombination mechanism between oppositely charged carriers.

Paper III

The third paper turned out to be the first of a series of ten papers, in which the
recombination processes between charge carriers and excited states were taken into
account. For this paper, the exciton dissociation and charge recombination processes
in organic semiconductors, considering the influence of a thermal bath, are described.
Here, we analyzed the mechanisms of polaron–excitons dissociation into free charge
carriers and the consequent recombination of those carriers under thermal effects on

http://www.sciencedirect.com/science/article/pii/S000926141201247X
http://pubs.rsc.org/en/Content/ArticleLanding/2013/NJ/c3nj00602f#!divAbstract
http://scitation.aip.org/content/aip/journal/jcp/135/22/10.1063/1.3665392
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two parallel π–conjugated polymers chains electronically coupled. Our findings sug-
gest that exciton dissociation in a single molecule gives rise to localized, polaron–like
charge carrier. Besides, we concluded that in the case of interchain processes, the
bimolecular polaron recombination does not lead to an usual exciton state. Rather,
this type of recombination leads to an oscillating dipole between the two chains. Fi-
nally, our results show that temperature effects are essential to the relaxation process
leading to polaron formation in a single chain, as in the absence of temperature, this
process was not observed. In the case of two chains, we conclude that temperature
effects also favors the bimolecular recombination process, as observed experimentally.

Paper IV

This paper deals with the temperature influence on the exciton dissociation dynam-
ics in conjugated polymer systems. Using a modified version of the SSH model, the
dissociation is studied under the influence of impurity effects with a nonadiabatic evo-
lution method. Our findings have shown that temperature effects reduces the critical
electric field necessary for the exciton dissociation.

Paper V

In the fifth paper, we focus on the collision between two oppositely charged polarons
under the influence of impurity effects combining the SSH model and the extended
Hubbard model. Our findings show that e–e interactions have direct influence on the
charge distribution coupled to the polaron–exciton lattice defect. Additionally, the
presence of an impurity in the collisional process reduces the critical electric field for
the polaron–exciton formation. In the small electric field regime, the impurity effects
open three channels and are of fundamental importance to favor the polaron–exciton
creation.

Paper VI

For this paper, the scattering of two oppositely charged bipolarons and of a bipolaron–
polaron pair was investigated under the influence of impurity effects using a modified
version of the SSH model that includes e–e interactions. The novel results for bipo-
larons show that these oppositely charged quasi–particles can scatter into a mixed
state composed of bipolarons and excitons. The excitation yield depends sensitively

http://www.sciencedirect.com/science/article/pii/S0009261413008579
http://scitation.aip.org/content/aip/journal/jcp/139/17/10.1063/1.4828726
http://pubs.acs.org/doi/abs/10.1021/jp402963k
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on the strength of the applied electric field. In the presence of an impurity, the critical
electric field regime for formation of a state composed by bipolarons and excitons is
increased. Additionally, we were able to obtain critical values of electric fields that
played the role of drastically modifying the system dynamics.

Paper VII

Using a modified version of the SSH model combined with the extended Hubbard
model (EHB), the recombination between a singlet exciton pair was investigated un-
der the influence of an external electric field, e–e interactions, and temperature effects.
The excitons were positioned very close to each other in a way to mimic a high-density
region in monomolecular conjugated polymer systems. Results show that there are
mainly three possible channels resulting from singlet–singlet exciton recombination:
(1) forming an excited negative polaron and an excited positive bipolaron, (2) forming
two free and excited oppositely charged polarons, and (3) forming a biexciton.

Paper VIII

The scattering process between an electron–polaron and a hole–bipolaron has been
simulated using a version of the SSH model modified to include an external elec-
tric field, Coulomb interactions, and temperature effects in the scope of nonadia-
batic molecular dynamics. The simulations reveal remarkable details concerning the
polaron–bipolaron recombination reaction. It is found that there exists a critical
temperature regime below which a hole–bipolaron and a mixed state composed by an
electron–polaron and an exciton are formed and a hole–bipolaron and a free electron
are the resulting products of the collisional process, if the temperature is higher than
the critical value. In addition, it is obtained that both channels depend sensitively
on the strength of the applied electric field.

Paper IX

The intrachain recombination dynamics between oppositely charged polarons is the-
oretically investigated through the use of a version of the SSH model modified to
include an external electric field, an extended Hubbard model, Coulomb interactions,
and temperature effects in the framework of a nonadiabatic evolution method. Our
results indicate notable characteristics concerning the polaron recombination: (1) it

http://pubs.acs.org/doi/abs/10.1021/jp4107926
http://pubs.acs.org/doi/abs/10.1021/jp505590g
http://pubs.rsc.org/en/Content/ArticleLanding/2014/CP/C4CP02184C#!divAbstract
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is found that there exists a critical temperature regime, below which an exciton is
formed directly and (2) a pristine lattice is the resulting product of the recombination
process, if the temperature is higher than the critical value. Additionally, it is found
that the critical electric field regime plays the role of drastically modifying the system
dynamics.

Paper X

The temperature influence over the intrachain recombination dynamics between op-
positely charged bipolarons has been theoretically investigated using a version of the
SSH model. The results show that, below a critical temperature regime, these charge
carriers can recombine into a biexciton. This excited state is a light emissive specie
that can emit one photon and turn into an exciton state. This specie can thereafter
decay to the ground state by other photon emission.

Paper XI

The temperature influence on the scattering process between an exciton and a pos-
itively charged carrier (polaron or bipolaron) is theoretically investigated using a
version of the SSH model modified to include temperature, Coulomb interactions,
and an external electric field. In general, it is observed that the products of the reac-
tive scattering are spin independent when thermal effects are taken into account. For
the interaction between a polaron and an exciton, the polaron can be annihilated,
when subjected to temperatures higher than a critical value, or pass through the exci-
ton maintaining both their consistencies, if a lower temperature regime is considered.
Regarding to the recombination between a bipolaron and an exciton, it is observed
that the bipolaron can be annihilated whereas the exciton dissociates into two trions
or into one polaron and one trion. In all cases, the recombination mechanisms depend
upon of a suitable balance between temperature and electric field.

Paper XII

The impact of the charge carrier density on the recombination dynamics between op-
positely charged polarons is numerically investigated using a modified version of the
SSH model that includes an external electric field, and e–e interactions. Our findings
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show that the interplay between polaron density and electric field can avoid the for-
mation of excited states (polaron–exciton and neutral excitation) leading the system
to a pristine lattice. On the other hand, depending on a suitable balance between
these two properties, the recombination mechanism can form stable polaron–excitons
or neutral excitations. Interestingly, the polaron density plays the role to define the
products formed from the recombination process, in which these two kind of excited
states hardly coexist.

Paper XIII

In the last paper, the field induced dynamics of quasi–polarons in armchair graphene
nanoribbons (GNRs) is theoretically investigated in the framework of a tight–binding
approach with lattice relaxation. Our findings show that the semiconductor band
gap behavior, which is fundamental to the quasi–polaron transport to take place, de-
pends upon of a suitable balance between the GNR width and the electron–phonon
(e-ph) coupling strength. Moreover, it is found that the space parameter for which
the quasi–polaron is dynamically stable is quite limited to variations in the e-ph cou-
pling value and strongly dependent on the GNR width. Interestingly, the interplay
between the external electric field and the e-ph coupling plays the role to define a
phase transition from subsonic to supersonic velocities for the quasi–polaron structure.



CHAPTER2
Theoretical Background

The present chapter is intended to serve as an introduction to the theoretical meth-
ods referring to the approach used to perform the simulations. The chapter begins by
considering the many-body problem. Following, it is presented the form to treat the
states according the antisymmetry of the wavefunction. Moreover, a brief overview
about the second quantization formalism as well as the tight–binding model is pro-
vided in order to present the most convenient treatment for the system. Finally, for
the sake of clarity, the Langevin formalism is presented to show how the temperature
effects are included in our model.

2.1 The Many–Body Problem

Conducting polymers are molecules formed from smaller structural units (monomers),
such as a CH group [63]. These monomers, in their turn, are composed by electrons
and cores, so characterizing a many–body system [63, 64]. In this way, the quantum
treatment of this system is performed using the time–dependent Schrödinger equation,

i~
∂

∂t
|Ψ〉 = H|Ψ〉. (2.1)

The system may be represented as shown in Figure 2.1, where the distance between
two electrons, i and j, is given by ri,j = |ri − rj|, whereas the distance between two
cores, A and B, can be defined as RAB = |RA − RB| [65]. In its turn, the distance
between an electron and a core is represented, for example, as riA = |ri − RA| [65].
Thereby, the electronic and nuclear degrees of freedom are described by a many–body
Hamiltonian (H),

H = Hc−c({R}) +He−e({R}) +He−c({r,R}). (2.2)

Hc−c denotes the interaction energy between the cores, i. e., the core kinetic energy
and its potential energy from the Coulomb interactions. The term He−e establishes
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Figure 2.1: Molecular coordinate system for the many–body problem.

the energy from the electron–electron interactions, including also its kinetic energy.
Finally, the term He−c describes the potential energy due to the Coulomb interactions
between electrons and cores. Thus, H can be placed, using atomic units, in the
following form

H = −
N∑

i=1

1

2
∇2
i −

M∑

A=1

1

2MA

∇2
A −

N∑

i=1

M∑

A=1

ZA
riA

+
N∑

i=1

N∑

j>i

1

rij
+

M∑

A=1

M∑

B>A

ZAZB
RAB

, (2.3)

where MA is the mass for the core A and ZA is its atomic number [65].
The first of these operators represents a sum of one–particle operators, which has

the form

O1 =
N∑

i=1

h(i), (2.4)

where h(i) is any operator involving only variables of the i-th particle. In this case,
this operator can be placed in the form

H1 = −
N∑

i=1

1

2
∇2
i −

M∑

A=1

1

2MA

∇2
A. (2.5)

In other words, this kind of operator contains dynamical variables that depend only
on the position or momentum of the particle [65]. The first term in this operator
describes the kinetic energy of the electrons whereas the the second one refers to the
kinetic energy for the cores.
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The second kind of operator considered in the scope of the many–body theory can
be obtained by summing of two–particles operators as

O2 =
N∑

i=1

∑

j>i

v(i, j), (2.6)

which v(i, j) represents any operator that depends on the position or momentum of
the i-th and j-th particles [65]. Naturally, this class of operators can be represented
using the equation

H2 =
N∑

i=1

M∑

A=1

ZA
riA

+
N∑

i=1

N∑

j>i

1

rij
+

M∑

A=1

M∑

B>A

ZAZB
RAB

, (2.7)

which is composed by terms that establishes the Coulomb interactions. The first part
in Eq. 2.7 refers to the electron–core attraction whereas the two last terms describe
the electron–electron and core–core repulsions, respectively.

2.2 Antisymmetric Wavefunctions and the Slater de-
terminant

The principle of indistinguishability of a system of fermions requires the wavefunction,
that describes the many–electrons system, to be antisymmetric regarding an inversion
in the x–coordinates (position and spin) of two electrons [65], in order that

Ψ(x1, ...xi, ...xj...xN) = −Ψ(x1, ...xj, ...xi, ...xN). (2.8)

As the antisymmetry is an intrinsic feature of the determinants, a convenient manner
of express the electronic wavefunction, for a many–body system, is to expand it
in terms of a complete set of functions, named Slater Determinants [65]. These
determinants may be defined as mathematical tools used in quantum mechanics to
generate antisymmetric wavefunctions that describe the collective states of several
fermions [66].

For a complete description of the electron, it is mandatory to specify its spacial and
spin degrees of freedom. In order to do so, two orthonormal functions α(ω) and β(ω),
i. e., spin–up and spin–down functions, respectively are defined. The one–electron
wavefunction that simultaneously describes both spacial (ψ(x)) and spin (α(ω) or
β(ω)) distributions is known as spin orbital χ(x), x standing for a set with both
coordinates (spacial and spin). Thus, a spin orbital my be characterized as

χ(x) =





ψ(r)α(ω)
or
ψ′(r)β(ω).

(2.9)
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The spacial orbital is a function of the position vector r. In this way, such coordi-
nate describes the spacial distribution of an electron, with the probability of finding
it in a certain volume element dr, around r, given by |ψi(r)2|. As the spin and spacial
orbitals are orthonormal, the following relation can be written

∫
ψ∗i (r)ψj(r)dr = δij

∫
χ∗i (x)χj(x)dr = δij. (2.10)

Knowing that the spin orbital is a convenient wavefunction to the description of
an electron, we can now turn to the case where wavefunctions for a set of electrons
are considered. For a N–electrons wavefunction, where the mutual interaction is not
considered initially, the Hamiltonian (H1) assumes the form of Eq. 2.4. Therefore,
the operator h(i) has now a set of eigenfunctions that can be identified as a set of
spin orbitals {χj},

h(i)χj(xi) = εjχj(xj). (2.11)

Due to the fact that H1 is a sum of one–electron Hamiltonians, the N–electrons
wavefunction is given by the product of the spatial and orbital wavefunctions for each
electron, where

ΨPH(x1, ...xi, ...xj...xN) = χi(x1)χj(x2)...χk(xN). (2.12)

The electronic problem can be solved assuming that the electrons do not interact.
Another solution for this problem would be to define that hi can be the one–electron
Hamiltonian, that includes the electron–electron interactions in average form, once
that a constant summed to the Hamiltonian does not alter the solution [65]. The
ΨPH is known as Hartree Product, where ΨPH is an eigenfunction of H1 [65]. Thus,

H1ΨPH = EΨPH . (2.13)

The eigenvalue E is the sum of the spin orbital energies for each one of them
contained in H1,

E = εi + εj + ...+ εk. (2.14)

It is noted that the Hartree Products do not satisfies the antisymmetry principle.
However, it is possible to obtain antisymmetric wavefunctions according with the
following discussion. Initially, it is considered a system containing two electrons which
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occupy the orbitals χi and χj. The wavefunction that describes the configuration with
the first electron being in the χi orbital and the other one in χj, can be described as

ΨPH
12 (x1, x2) = χi(x1)χj(x2). (2.15)

Analogously, the wavefunction that represents the configuration in which the second
electron is in the orbital χi, whereas the first electron is in χj, is given by

ΨPH
21 (x1, x2) = χi(x2)χj(x1). (2.16)

It is possible to note that in the Hartree Products ΨPH
12 and ΨPH

21 there is an
distinction between the electrons. The main goal of this procedure is to obtain a
wavefunction for which the electrons are indistinguishable and, moreover, satisfies
the antisymmetry principle. One function that contemplates such requirements can
be built through the linear combination of these Hartree Products [65],

Φ(x1, x2) = ξ[ΨPH
12 −ΨPH

21 ] (2.17)

where
Φ(x1, x2) = ξ[χ1(x1)χ2(x2)− χ1(x2)χ2(x1)]. (2.18)

Also, it is known that
∫

Φ∗(x1, x2)Φ(x1, x2)dx1dx2 = 1. (2.19)

Due to the orthonormality conditions showed in Eq. 2.10, besides of

〈α(ω)|α(ω)〉 = 〈β(ω)|β(ω)〉 = 1

〈α(ω)|β(ω)〉 = 〈β(ω)|α(ω)〉 = 0. (2.20)

Using the Eq. 2.9, it is obtained that

Φ(x1, x2) =
1√
2

[χi(x1)χj(x2)− χi(x2)χj(x1)]. (2.21)

Furthermore, one can see that the wavefunction obtained through the linear combi-
nation of Hartree Products is antisymmetric and normalized, where

Φ(x1, x2) = −Φ(x2, x1). (2.22)

Another feature that can be noted is that, if i = j in Eq. 2.21, then the wave
function vanishes, i. e., two identical fermions cannot occupy the same quantum
state simultaneously, thus agreeing with the Pauli Exclusion Principle.
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The wavefunction expressed in Eq. 2.21 can be written in a determinant form,
known as Slater Determinant [65]

Φ(x1, x2) =
1√
2

∣∣∣∣
χi(x1) χj(x1)
χi(x2) χj(x2)

∣∣∣∣ . (2.23)

Considering a N–electron system, the generalized form for Eq. 2.23 is

Φ(x1, x2, ..., xN) =
1√
N !

∣∣∣∣∣∣∣∣∣

χi(x1) χj(x1) ... χk(x1)
χi(x2) χj(x2) ... χk(x2)

...
...

...
χi(xN) χj(xN) ... χk(xN)

∣∣∣∣∣∣∣∣∣
, (2.24)

in which 1/
√
N ! is a normalization factor. Normally, the Eq. 2.24 can be placed in a

compact form in order to highlight the principal diagonal of the determinant [65],

Φ(x1, x2, ..., xN) = |χi(x1)χj(x2)...χk(xN)〉. (2.25)

The motivation to use this compact version (which allows to treat more efficiently
the many–body problem) will become clear in the next section, where the Second
Quantization formalism is introduced.

2.3 Second Quantization Formalism

In the second quantization formalism, the antisymmetry property of the wavefunction
is related to algebraic features of certain operators, thus being unnecessary to use
the explicit form of the determinants [65]. Such formalism is frequently applied to
fermionic systems and constitutes a convenient way to treat many–body systems.

Initially, within this approach it is defined a reference state in the Hilbert space,
termed "vacuum state" | 〉. This state represents a system without electrons. There-
fore, the annihilation operator ai can be defined with respect to its acting on the
vacuum state,

ai| 〉 = 0. (2.26)

The creation operator, in its turn, which is the adjoint operator of ai, is defined by
its action on an arbitrary Slater Determinant as

a†i |χjχk...χl〉 = |χiχjχk...χl〉. (2.27)

Thus, a†i creates an electron in the orbital χi. It is important to note that the order
which the creation and annihilation operators are applied is fundamental, because

a†ia
†
j|χk...χl〉 = a†i |χjχk...χl〉 = |χiχjχk...χl〉, (2.28)
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and differently,

a†ja
†
i |χk...χl〉 = a†j|χiχk...χl〉 = −|χiχjχk...χl〉. (2.29)

For which was employed the antisymmetry principle of the Slater determinant itself.
Considering now a sum of the Eqs. 2.28 and 2.29, it is obtained that

(a†ja
†
i + a†ia

†
j)|χk...χl〉 = 0. (2.30)

By definition, the Slater Determinant is arbitrary. Therefore,

{a†j, a†i} = a†ja
†
i + a†ia

†
j = 0, (2.31)

i. e., the anticommutator of any two creation operators is null. Thus,

a†ja
†
i = −a†ia†j, (2.32)

where to exchange the application order of the operators, it is only necessary to
change the signal of the operator a†ia

†
j. Particularly, if the indexes are equal, then

a†ia
†
i = −a†ia†i = 0. (2.33)

This shows that it is not possible to create two electrons in the same orbital. Eq. 2.33
is the form of the Pauli Exclusion Principle in the second quantization formalism [65].

Consider now any state |Z〉, so that

|Z〉 = |χiχj〉 = a†i |χj〉. (2.34)

The adjoint of this state must be

(|Z〉)† = (a†i |χj〉)† = 〈χj|(a†i )† ≡ 〈χj|ai = 〈Z|, (2.35)

where |Z〉 is a normalized state

〈Z|Z〉 = 〈χj|ai|χiχj〉 = 1. (2.36)

As 〈χj|χj〉 = 1, in order to keep the formulation coherent, it is necessary to define
here

ai|χiχj〉 = |χj〉. (2.37)

Thus, we have just the annihilation operator ai as the adjoint of the creation operator
(a†i )

†. In this way, the annihilation operator annihilates an electron in the orbital χi.
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We shall now analyze the situation in which the two operators act as an applied
product in the same state, a Slater Determinant without the orbital χi. Initially, it
is considered a state |χk...χl〉 which suffers the action of the operator aia†i + a†iai as
follows:

(aia
†
i + a†iai)|χk...χl〉 = aia

†
i |χk...χl〉 = ai|χiχk...χl〉 = |χk...χl〉. (2.38)

On the other hand, if the state |χi〉 is already occupied, then

(aia
†
i + a†iai) | χk...χi...χl〉 = a†iai | χk...χi...χl〉 = −a†iai | χi...χk...χl〉

= −a†i | ...χk...χl〉 = − | χi...χk...χl〉
= | χk...χi...χl〉. (2.39)

In order that, in the Eqs. 2.38 and 2.39 there were obtained the same determinants.
Thus, it is possible to write

aia
†
i + a†iai ≡ {ai, a†i} = 1. (2.40)

Generally, it is considered the case in which the operator aja†i + a†jai is applied
for i 6= j. Unlike the above–mentioned case, the action of this operator on a generic
Slater Determinant can only be not null if the χi orbital is occupied whereas the χj
orbital remains empty. In this way,

(aia
†
j + a†jai) | χk...χi...χl〉 = −(aia

†
j + a†jai) | χi...χk...χl〉

= −ai | χjχi...χk...χl〉 − a†j | ...χk...χl〉
= ai | χiχj...χk...χl〉− | χj...χk...χl〉
= | χj...χk...χl〉− | χj...χk...χl〉
= 0 (2.41)

Therefore, it is possible to conclude that

aia
†
j + aja

†
i ≡ {ai, a†j} = 0, (2.42)

if i 6= j. From the Eqs. 2.42 and 2.43, it is obtained that

aia
†
j + aja

†
i ≡ {ai, a†j} = δij. (2.43)

According to what was discussed before, the Slater Determinants can be repre-
sented using the creation and annihilation operators. Moreover, the anticommutation
relations provide a representation by which the many–body wavefunction satisfies the
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antisymmetry principle. However, to a correct approach of the many–body theory
without the use the determinants, the one– and two–electron operators (O1 and O2

respectively) should be addressed by means of the creation and annihilation opera-
tors. Thereby, it is possible to express the matrix elements of the operators O1 and
O2 using only the algebraic properties of the creation and annihilation operators, so
that O1 and O2 can be placed in the forms

O1 =
∑

ij

〈i|h|j〉a†iaj (2.44)

and
O2 =

∑

ijkl

〈ij|h|kl〉a†ia†jakal, (2.45)

where
〈ij|h|kl〉 = 〈ij | 1

rij
| kl〉. (2.46)

The operators O1 and O2 are independent of the number of electrons [65]. The
advantage to use the second quantization formalism is due to the fact that this ap-
proach can treat, in the same way, sytems with different number of electrons, which
is absolutely required when systems with a large number of particles, such as solids,
are taken into account.

2.4 The Tight–Binding Approach

The translational invariance is a kind of discrete symmetry operation. Such symmetry
possesses important applications in the solid state physics, i.e., for systems with
spacial periodicity. Thereby, this consideration has proven to be fundamental to
study conjugated polymers. The tight–binding approximation consists in considering
a combination of the site atomic potentials as the potential of a crystalline lattice, i.e.,
it is assumes that these potentials are weakly superimposed [67]. In other words, this
approximation adopts interactions between neighboring sites only. Considering one–
dimensional conductors, the tight–binding approximation may be performed through
using the periodicity of the lattice. Such periodicity is, in fact, a discrete symmetry
of the system named translational symmetry.

Generally, by considering a lattice with an one–dimensional periodic potential a,
which V (x±a) = V (x), it is possible to analyze the electronic motion in a lattice with
equally spaced ions [67]. The translational operator, represented by τ(l), in which l
is arbitrary, has the following property

τ †(l)xτ(l) = x+ l. (2.47)
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However, when l coincides with the lattice spacing a, i. e., with the period of the
potential, it should be noted that

τ †(l)V (x)τ(l) = V (x+ a) = V (x). (2.48)

Thus, due to the invariance under translations of the kinetic energy, for any displace-
ment, and also to τ being an unitary operator, the Hamiltonian satisfies the equation

τ †(a)Hτ(a) = H, (2.49)

that can be written as,
[H, τ(a)] = 0. (2.50)

Therefore, the Hamiltonian and the translational operator can be diagonalized si-
multaneously [67]. Albeit the translational operator is unitary, it is not necessarily
hermitian, and therefore it is expected its eigenvalue to be a complex number with
unitary module.

It should now be discussed the case which the periodic potential is described by
an infinity potential barrier between neighboring sites. Considering a state |n〉 given
by C†n| 〉, where |n〉 represents an electron localized in the i–th lattice site, it is
possible to note that the wavefunction 〈x|n〉 is finite only inside the site n. This fact
shows that |n〉 is an eigenstate with eigenvalue E0, i. e., H|n〉= E0|n〉. Moreover, one
can see that similar states, at some other site of the lattice, may possess the same
energy E0. Thus, a linear combination of eigenstates |n〉 is also an eigenstate of the
Hamiltonian.

It is possible to note that |n〉 is not an eigenstate of the translational operator,
due to the fact that when this operator is applied in |n〉 it is obtained that

τ(a)|n〉 = |n+ 1〉. (2.51)

Thereby, it becomes necessary to define an eigenstate that is, simultaneously, an
eigenstate of H and τ(a). In this way, it is defined an eigenstate |θ〉 that is a linear
combination of eigenstates |n〉, which presents the following form

|θ〉 =
∑

n

eiθn|n〉, (2.52)

where θ is a real parameter raging in the interval [−π, π] [67]. Now, applying the
translational operator τ(a) on |θ〉, we arrive at

τ(a)|θ〉 =
∑

n

eiθnτ(a)|n〉 =
∑

n

eiθn|n+ 1〉 =
∑

n

eiθ(n−1)|n〉 = e−iθ|θ〉. (2.53)
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Thus, considering an one–dimensional lattice with an infinity potential barrier be-
tween neighboring sites, the state |θ〉 is an eigenstate of the translational operator
τ(a) with eigenvalue e−iθ and also eigenstate of the Hamiltonian operator having as
eigenvalue E0.

For real cases, i. e., when a finite potential barrier between neighboring sites
is taken into account, the wavefunction 〈x|θ〉 is not localized. In other words, the
wavefunction 〈x′|θ〉 has its extremity extended through the other sites until the n–th
lattice site. The diagonal elements of H on the basis |n〉 are all the same due to the
translational invariance, which means that

〈n|H|n〉 = E0 (2.54)

for any n. Assuming, for this moment, that the potential barriers between neighboring
sites are high but not infinity, it is expected that the matrix elements of H between
distant sites are null. Thus, it is assumed that only the outer elements of the diagonal
are important, as shown in Eq. 2.55. In solid state physics, this affirmation is named
Tight–Binding Approximation [67,68], where

〈n|H|n′〉 =





E0 → n = n′

−∆→ n = n′ ± 1
0→ ∀n 6= n′,∀n 6= n′ ± 1.

(2.55)

Then, it is possible to write H as follows:

H =
∑

n′,n′′

〈n′|H|n′′〉|n′〉〈n′′|. (2.56)

Therefore, the acting of H on the basis {|n〉} results in

H|n〉 =
∑

n′,n′′

(〈n′|H|n′′)|n′〉〈n′′|n〉 =
∑

n′

(〈n′|H|n)|n′〉 = E0|n〉 −∆|n+ 1〉 −∆|n− 1〉.

(2.57)
One can see that |n〉 is not an eigenstate of H. Now, acting H on |θ〉, it is obtained
that

H|θ〉 = (E0 − 2∆cosθ)|θ〉. (2.58)

Thus, in summary, considering a lattice with finite potential barriers between the
lattice sites, the basis set states {|θ〉} are degenerate and are eigenstates of the Hamil-
tonian operator with the eigenvalue ranging from E0 − 2∆ to E0 + 2∆ [67].
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2.5 The Langevin Equation

The phenomenon that characterizes the motion of particles immersed in a certain
fluid, moving under influence of random forces resulting from the collisions which
are induced by thermal fluctuations is known as Brownian Motion [69]. In statistical
mechanics, the Langevin Equation is defined as a stochastic differential equation that
describes the brownian motion in a certain potential [70].

The simplest Langevin Equation is that which presents an constant potential.
Thus, the brownian particle acceleration can be expressed is terms of its mass m
subjected to a viscous force, that is considered to be proportional to the velocity
(Stokes Law), a noise term ζ(t) which is used in stochastic processes as a time–
dependent random variable that denotes the effect of several continuos collisions, and
a force field F (x) derived from intra and inter–molecular interactions. Thus, the
Langevin Equation which describes this kind of system can be placed in the form [71]

m
dv(t)

dt
= −mγv(t) + F (x) + ζ(t). (2.59)

For a generic potential, the usual form of the Langevin Equation is written as

m
dv(t)

dt
= −mγv(t) + ζ(t). (2.60)

The random force ζ(t) has the following preperties: ζ(t) is a gaussian and stochas-
tic noise with 〈ζ(t)〉 = 0; the time–correlation between ζ(t) and ζ(0) is infinitely small,
in order that 〈ζ(t)ζ(0)〉 = βδ(t); and, finally, the particle motion is occasioned due to
thermal bath fluctuations where 〈v(0)ζ(t)〉 = 0 [71].

The generic solution to Eq. 2.60 may be obtained defining v(t) = u(t)e−γt, which
u(t) is a function to be determined. Thereby,

du

dt
= eγtζ(t) (2.61)

which the solution is

u = u0 +

∫ t

0

eγt
′
ζ(t′)dt′. (2.62)

Thus,

v = v0e
γt′ + eγt

′
∫ t

0

eγt
′
ζ(t′)dt′ (2.63)

where v0 is the particle’s velocity at t = 0. Such solution is valid for any function
ζ(t). Using the above–mentioned noise and ζ(t) properties, it is possible to calculate
the variance for the velocity

〈v〉 = v0e
−γt (2.64)
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and

v − 〈v〉 = e−γt
∫ t

0

eγt
′
ζ(t′)dt′. (2.65)

Considering that 〈v(0)ζ(t)〉 = 0, the Eq. 2.63 can be multiplied by v(0), taking
the average of all ensemble. Thus,

〈v(0)v(t)〉 = 〈v2(0)〉e−γt (2.66)

shows the loss of memory of the system regarding to its initial conditions and is con-
sistent with the fact of considering the system to be markovian, i. e., a system in
which the future event depends only on the immediately previous event [72]. Tak-
ing the square of the Eq. 2.63 and calculating, again, the average of all ensemble,
considering the conditon 〈ζ(t)ζ(0)〉 = βδ(t), we obtain

〈v2(t)〉 = 〈v2(0)〉e−2γt +
e−2γt

m2

∫ t

0

∫ t′

0

eγ(t
′+t′′)〈ζ(t′)ζ(t′′)〉dt′dt′′

= 〈v2(0)〉e−2γt +
β

2γm2
(1− e−2γt). (2.67)

For longer periods of time, i. e., in the stationary regime where 〈v〉 = 0, it is
possible to obtain the β value. Therefore, taking t→∞, we obtain

lim
t→∞
〈v2(t)〉 =

β

2γm2
. (2.68)

As it is known the energy equipartition theorem, where (1/2)m〈v2(t)〉 = (1/2)kBT .
Thus, using this theorem, we can arrive at the following relation

β = 2γmKBT. (2.69)

Considering that the velocities distribution satisfies the Fokker-Plank equation
[73],

∂

∂t
P (v, t) =

∂

∂v

(
γv +

Dv

2

∂

∂v

)
P (v, t), (2.70)

in which Dv is related with the noise as follows

Dv =
1

m2

∫ ∞

0

〈ζ(t)ζ(0)〉dt =
β

m2
. (2.71)

Assuming, by hypothesis that v(t) is a gaussian process, the stationary solution of
the Eq. 2.70 assumes the form,

P (v) =

(
m

2πKBT

) 1
2

e
− mv2

2KBT . (2.72)
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Placing this equation in Eq. 2.70, is it possible to obtain that,

Dv =
2KBT

m
γ =

β

m2
, (2.73)

and

γ =
1

2mKBT

∫ ∞

0

〈ζ(t)ζ(0)〉dt, (2.74)

where

〈ζ(t)ζ(0)〉 = 2mγKBTδ(t), (2.75)

which is the form of the Fluctuation-Dissipation theorem used in this work in order
to include the temperature effects.

So far, we have introduced the theoretical formalism which is enough to discuss in
detail the Su–Schrieffer–Heeger model together with the modifications implemented.
The next chapter presents this model, highlighting its fundamentals aspects.



CHAPTER3
The Su–Schrieffer–Heeger Model

In this chapter, it is presented a version of the Su–Schrieffer–Heeger (SSH) model mod-
ified to include an external electric field, electron–electron interactions, a symmetry–
breaking term, impurities and temperature effects. Particularly, a detailed treatment
regarding the quasi–particle dynamics in organic semiconductors, from the framework
of a tight–binding approach, is provided in order to better analyze the mechanisms
involved on the generation and recombination dynamics of excited states in these
materials. Moreover, an overview of the quasi–particles (as agents as well as prod-
ucts) included in the aforementioned mechanisms is provided in order to clarify the
understanding of the results discussed in the papers that constitute this thesis.

3.1 The SSH-type Hamiltonian

An extremely convenient treatment of the conductivity in polyacetylene molecules was
first presented in pioneering papers by Su, Schrieffer, and Heeger in 1979 [74–76]. The
proposed model showed that the conductivity in this material is related to topological
defects in its structure, which could arise easily when a sample of the material is
exposed to doping agents [10, 77, 78]. Furthermore, it was shown that these charged
defects could move through the lattice when an external electric field was applied.

Concerning the π–electrons theory, it is known that for an ion (a CH group for
the polyacetylene) there exists six degrees of freedom per unity cell [32]. For the
treatment of a polyacetylene molecule, in the scope of the SSH model, an important
simplification is introduced: it is considered (from the electronic point of view) only
the normal vibration modes that couple, predominantly, the π–electrons [76]. For the
polyacetylene, this degree of freedom denotes the bond between the carbon atoms
which can stretch and shrink alternately. Thus, projecting the ionic coordinates
in a horizontal axis that extends through the lattice, the problem becomes one–
dimensional, according represented in Figure 3.1.
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u n 

u n+1 u n-1 

Figure 3.1: Schematic representation of a dimerized trans-polyacetylene molecule
with its displacement coordinate u, which denotes the unique degree of freedom.

For the polyacetylene molecule, the σ–electrons represent the strong covalent
bonds between carbon–carbon and carbon–hydrogen atoms, of approximately 3 eV
[79,80]. This type of bond is the main responsible for the lattice backbone structure
of polyacetylene. The π–electrons, in their turn, tend to form less localized bonds,
of about 1 eV [80]. These bonds are formed by the overlap of two adjacent atomic
orbitals (2Pz) which are perpendicular to the plane of the polyacetylene molecule.
Moreover, the π–bonds are considered weak if compared to the σ–bonds. The π–
bonds are responsible for the alternation between the single and double bonds, i. e.,
these bonds are responsible by the dimers formation (the lattice dimerization) [79].

The un coordinates, as shown in Figure 3.1, are the displacements of the CH groups
projected in the x–axis for the case where the lattice is not dimerized [74]. Considering
the ground state, which is dimerized, if un > 0 then, necessarily, un+1 < 0. It occurs
due to the consideration of the tigh–binding approach (where only the first next
neighbors can interact), as mentioned in the previous chapter, and also by considering
that the system is one-dimensional, i. e., the coordinate u is the only necessary to
describe the system [75]. For a dimerized lattice, |un+1−un| ∼= 0.08 Å and the lattice
parameter a = 1.40×

√
3/2 Å ∼= 1.22 Å [75].

In summary, the SSH model is an extension of the tight–binding approach. Thus,
the interchain interaction is neglected (one–dimensional system). Moreover, the cou-
pling between the σ– and π–electrons is also neglected. The CH group, which has
six degrees of freedom, is described by only its translations in the lattice direction
by means of the u coordinate [32]. The other five degrees of freedom are ignored,
since that in a first order approximation they are not related to the lattice dimer-
ization [32]. Finally, the coupling between the π–electrons is considered in the scope
of a mean-field approximation, i. e., the electronic correlation effects are not consid-
ered. In the basis of the atomic orbitals, for the π–electrons, the matrix elements are
unknown, except for the first neighbors [76].
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From the introduction about some important features discussed just above, we
now can define the SSH Hamiltonian. In order to do so, it is initially considered
that the displacements un are smaller than the bond between the carbon atoms,
un ∼= 0.04Å. The potential energy of the σ–electrons can be expanded in a Taylor
series truncated in second order as follows

Eσ = Eσ(0) +
∑

n

∂Eσ
∂(un+1 − un)

(un+1 − un) +
∑

n

1

2!

∂2Eσ
∂(un+1 − un)2

(un+1 − un)2+. . .

(3.1)

One can see that the first term of the expansion is a constant. Thereby, it can
be defined as zero. The second term is also null, once the expansion is carried out
considering a point that has vanishing first derivative. Due to the symmetry shown by
the coordinates un, the coefficient of the second order terms could be defined as equal
to a constant K [32]. Thus, approximating this potential to a harmonic oscillator
potential, it can be written as

1

2

∑

n

K(un+1 − un)2. (3.2)

The π–electrons, in their turn, are treated by the hopping term, in an expansion of
the tight–binding approximation which considers coupling between the electronic and
lattice parts of the system. They are described by an hopping integral according to
the following equation

tn+1,n = t0 − α(un+1 − un), (3.3)

where t0 denotes the hopping integral of a π–electron between neighboring sites in
an evenly spaced lattice and α is the electron–phonon coupling constant [76, 81–83].
Due to the fact that the bond lengths can not suffer larger variations, the first order
expansion to the hopping integral is a reasonable approximation.

The kinetic energy of the sites, i. e., CH groups, is written as

E =
1

2

∑

n

Mu̇2n, (3.4)

where M is their masses. Therefore, the SSH Hamiltonian, written in the second
quantization formalism, assumes the form

H = −
∑

n,s

(tn,n+1C
†
n+1,sCn,s + h.c) +

1

2

∑

n

K(un+1 − u2n) +
∑

n

p2n
2M

, (3.5)

where n indexes the sites of the chain [74, 75]. The operator C†n,s (Cn,s) creates
(annihilates) a π–electron state at the nth site with spin s [74].



44 The Su–Schrieffer–Heeger Model

3.2 The Dimerized Lattice

The dimerized lattice is the simplest model to a semiconducting polymer and, par-
ticularly, characterizes the trans–polyacetylene structure. A semiconducting polymer
chain is usually extensive and may present around 3000 sites. In the SSH model,
such system can be represented by a N–size finite lattice with periodic boundary
conditions. The stationary solution for a perfectly dimerized lattice was firstly in-
vestigated by Su, Schrieffer, and Heeger in the pioneering work which describes the
SSH model [75]. In this solution, the term that describes the kinetic energy of the
CH groups is naturally null. In order to describe this system, initially it is considered
that a dimerized lattice can be treated in the framework of the Born–Oppenheimer
approximation [75], where the un coordinates has the form

un = (−1)nu, (3.6)

which make the lattice perfectly dimerized by considering u as a constant. Rewriting
the hopping term, given by the Eq. 3.3, it is obtained that

tn,n+1 = t0 + 2αu(−1)n. (3.7)

Thus, the Hamiltonian can be written as

H(u) = −
∑

(t0 + 2αu(−1)n)
[
C†n+1,sCn,s + C†n,sCn+1,s

]
+ 2KNu2. (3.8)

Is it possible to diagonalize analytically such Hamiltonian to obtain the electronic
spectrum. In order to do so, the following transforms are used [75]

Cc†
ks =

−i√
N

∑

n

(−1)ne−iknaC†ns,

Cv†
ks =

1√
N

∑

n

e−iknaC†ns. (3.9)

Such transforms describe the electronic spectrum at the first Brillouin zone, π/2a ≤
k < −π/2a. Thus,

Cn,s =
1√
N

∑

k

[
e−ikan(Cv

ks + i(−1)nCc
ks)
]
. (3.10)

Performing the sum for the index n, taking into consideration that

1

N

∑

n

eian(k−k
′) = δkk′ , (3.11)
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and ∑

n

(−1)neian(k−k
′) =

∑

n

eian(k−k
′+π/a), (3.12)

the Hamiltonian can assume the form

Hd(u) =
∑

ks

[
2t0cos(ka)(Cc†

ksC
c
ks − Cv†

ksC
v
ks)

+ 4αsen(ka)(Cc†
ksC

v
ks + Cv†

ksC
c
ks)
]

+ 2NKu2. (3.13)

Finally, in order to represent Hd(u) in the diagonal form, it is important to define
the new operators acks and avks that can be written as follows [75]

(
avks
acks

)
=

(
αk −βk
β∗k α∗k

)(
cvks
ccks

)
, (3.14)

where
|αk|2 + |βk|2 = 1. (3.15)

By calculating the parameters αk and βk which diagonalize the Hamiltonian, we
obtain

αk =

[
1

2

(
1 +

εk
Ek

)] 1
2

(3.16)

and

βk =

[
1

2

(
1− εk

Ek

)] 1
2

signal(k), (3.17)

where
εk = 2t0cos(ka), (3.18)

∆k = 4αusin(ka), (3.19)

and
Ek =

√
ε2k + ∆2

k. (3.20)

Thus, the Hamiltonian becomes diagonal in the representation of the operators acks
and avks

Hd(u) =
∑

ks

Ek(a
c†
ksa

c
ks − av†ksavks) + 2NKu2. (3.21)

In this equation, Ek > 0 represents the energy values for the conduction band,
whereas Ek < 0 represents the valence band energies. Therefore, the gap is given by
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the difference between the energies of the conduction and valence bands presenting
the value of 8αu for the Fermi wave vector ~kF = π/2a. The ground state energy is
given by the sum over all the occupied states

E0(u) =
∑

ks

′Ek + 2NKu2

=
∑

ks

′
√

(2t0cos(ka))2 + (4αusen(ka))2 + 2NKu2, (3.22)

where the prime represents the sum over occupied states only. Considering that the
system has a large number of particles, it is possible to approximate the discrete
energy in a continuous form as

E0(u) =
−2L

π

∫ π
2a

0

√
(2t0cos(ka))2 + (4αusen(ka))2dk + 2NKu2

=
4Nt0
π

E(1− z2) +
NKt20z

2

2α2
. (3.23)

In this equation, E(1 − z2) is an elliptic integral of second specie, with z = 2αu/t0,
and L = Na, the lattice length. The expansion of the elliptic integral for a small
value for z can be written as,

E0(z) =
−4Nt0
π

[
1 +

1

2

(
ln(4)

|z| −
1

2

)
z2 + ...

]
+
NKt20z

2

2α2
. (3.24)

The energy E0(u) has a local maximum for u = 0 (which denotes an undimerized
lattice). Truncating the expansion of the elliptic integral, for a small value of z, we
can obtain an u0 value which minimizes the energy. It is also possible to write the
density of states per spin to the perfectly dimerized lattice as,

ρ(E) =
L

2π
∣∣∣dEkdk

∣∣∣
=





N

π

|E|√
(4t0 − E2)(E2 −∆2

0)
se ∆0 ≤ |E| ≤ 2t0,

0 for the other cases.
(3.25)

Related to the ground state degeneracy, there exists an elementary excitation
which corresponds to a domain wall (termed soliton) [74–76]. The equations pre-
sented so far in this chapter summarize the theory of the SSH model. The original
work presents a stationary solution for a perfectly dimerized lattice and, also, the
formulation of the solitons theory for polyacetylene lattices. This model is the most
simple to describe the conductivity in polyacetylene lattices. However, this model
should be extended in order to analyze the charge carrier dynamics in these materials
under influence of an external electric field, Coulomb interactions, impurities, and
temperature effects. The following sections are devoted to explain how such effects
are taken into account in our model.
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3.3 The Electric Field and the Symmetry Breaking
Term

The first modification implemented in the standard SSH model was made in order to
include the effects of an external electric field. The field is included in the Hamiltonian
as a vector potential A modifying the Eq. 3.3 as follows,

tn,n+1 = e−iγA(t) [t0 − αyn] , (3.26)

where yn is defined as yn = un+1 − un. γ = ea/}c, with e being the absolute value
of the electronic charge, a is the lattice constant, and c is the speed of light [84–87].
The relation between the time–dependent vector potential A and the uniform electric
field E is given by

E(t) = −1

c
Ȧ(t). (3.27)

The implementation of the electric field through the potential vector is convenient
due to the fact that the system has periodic boundary conditions. Another point
that is worthy of attention is that the abrupt inclusion of the electric field in the
simulations may cause numerical errors. In many cases the charge carriers could be
artificially annihilated in a few femtoseconds. Such problem is solved by turning on
the field adiabatically according to the following equations

A(t) =





0 if t < 0,
−1
2
cE
[
t− τ

π
sen

(
πt
τ

)]
if 0 ≤ t < τ,

−c
(
t− τ

2

)
if τ ≤ t < tf ,

−1
2
cE
[
t+ tf − τ + τ

π
sen

(
τ
π
(t− tf + π)

)]
if tf ≤ t < tf + τ,

−cEtf if t ≥ τ.
(3.28)

where the parameters τ represents the time period for which the field acts on the
system, whereas tf denotes the time where the field is at its maximum.

In order to consider cis–polyacetylene chains, it should be included a symmetry
breaking term in the hopping integral tn+1,n, which is named Brazovskii–Kirova sym-
metry breaking term, represented here as δ0. To include this term in the model, Eq.
3.26 should be rewritten as follows [86,88,89],

tn,n+1 = e−iγA(t) [(1 + (−1)nδ0)t0 − αyn] . (3.29)
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3.4 Electron–Electron Interactions and Impurity Ef-
fects

The doping processes in conjugated polymers are usually not performed by replacing
atoms in the materials for metals or semimetals dopants, as in the case of inorganic
semiconductors. In organic semiconductors, such processes are carried out by means
sorption, i. e., the impurity is localized closer to the conjugated polymer lattice and
the interaction between them affects only the eigen energies of the lattice site where
it is adjacent. Consequently, this kind of doping process does not affect the nature
of the bonds. In order to taken into account the impurity effects, a new term Himp

should be added to the SSH Hamiltonian presented in Eq. 3.5, henceforward named
HSSH . The new overall Hamiltonian (Htotal) assumes the form Htotal = HSSH +Himp,
with the last term denoting the inclusion of impurity effects in a particular site of the
lattice. This term is written as

Himp = IjC
†
j,sCj,s. (3.30)

The electron–electron interactions are descried by the extended Hubbard Model.
In this way, the overall Hamiltonian has now the form Htotal = HSSH +Himp +He−e,
where the last term is written as [90–92]

Hee = U
∑

i

(
C†i,↑Ci,↑ −

1

2

)(
C†i,↓Ci,↓ −

1

2

)
+ V

∑

i

(ni − 1) (ni+1 − 1) , (3.31)

where ni = C†i,↑Ci,↑+C
†
i,↓Ci,↓, U is the onsite electron–electron coulombian interaction,

and V is the neighboring sites electron–electron interactions. It should be noted that
the present form of the Hubbard interactions maintain the electron-hole symmetry of
the system.

3.5 The System Dynamics

In order to perform the time evolution of the system, initially it is considered a self–
consistent state regarding to the degrees of freedom for electrons and phonons. This
point will be further discussed latter. After that, the system dynamics is performed
in the framework of the Ehrenfest Molecular Dynamics [86]. The lattice backbone
dynamics is carried out in a classical approach by means of the Euler–Lagrange equa-
tions

d

dt

(
∂〈L〉
∂u̇n

)
− ∂〈L〉

∂un
= 0. (3.32)
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The expectation value for the Lagrangian can be obtained from the terms of the
Hamiltonian Eq. 3.5. Thus,

〈L〉 = 〈T 〉 − 〈V 〉

=
∑

n

M

2
u̇2n〈ψ|ψ〉 −

∑

n

K

2
(un+1 − un)〈ψ|ψ〉

−
∑

ns

[t0 − α(un+1 − un)] 〈ψ|(C†n+1,sCn,s + C†nsCn+1,s)|ψ〉, (3.33)

where the last term represents the expectation value to the electronic Hamiltonian.
The representation of the expectation value of the electronic Hamiltonian can be

written in terms of
Bn,n′ ≡

∑

ks

′ψ∗ks(n, t)ψks(n
′, t), (3.34)

as

〈He〉 = −
n∑

[t0 − α(un+1 − un)](Bn,n+1 +B∗n,n+1). (3.35)

This permits to rewrite the expected value to the Lagrangian as,

〈L〉 =
∑

n

M

2
u̇2n −

∑

n

K

2
(un+1 − un)

+
∑

n

[t0 − α(un+1 − un)](Bn,n+1 +B∗n,n+1). (3.36)

The lattice dynamics is given by the solution of Eq. 3.32 for the expectation value of
the Lagrangian 〈L〉 expressed in Eq. 3.36. From this, we obtain [81]

Mün = Fn(t), (3.37)

where

Fn(t) = −K[2un(t)− un+1(t)− un−1(t)]
+ α[(Bn,n+1 +Bn−1,n) + (Bn+1,n +Bn,n−1)]. (3.38)

Using the definition of the time–derivative for un, i. e.,

u̇ =
un(t+ dt)− un(t)

dt
, (3.39)

we can integrate the equations of motion using the Verlet Algorithm [86,87]

un(t+ dt) = un(t) + u̇n(t)dt, (3.40)
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and

u̇n(t+ dt) = u̇n(t) +
Fn(t)

M
dt. (3.41)

In its turn, the electronic dynamics is governed by the time–dependent Schrödinger
equation,

i}
∂ψk
∂t

= Heψk (3.42)

which can be formally solved using

ψk(t) = exp

[∫ t

0

He(t
′)

}
dt′
]
ψk(0), (3.43)

where He(t
′) is the electronic Hamiltonian at a given time t′. Especifically,

ψk(t+ dt) = exp

[−i
}
He(t)dt

]
ψk(t), (3.44)

We can expand ψk(t) as follows,

ψk(t) =
∑

l

Clkφl(t). (3.45)

where Clk = 〈φl|ψk〉, with {φl} and {εl} being the eigenfunctions and eigenvalues of
the electronic Hamiltonian at a given time t. In this way, placing ψk(t) in Eq. 3.44,
we obtain [81]

ψn,k(t+ dt) =
∑

l

[∑

m

φ∗(m, t)ψk(m, t)

]
exp

[−i
}
εldt

]
φl(n, t). (3.46)

Thus, by knowing the set of eigenstates {ψk} at a given time t, it is possible to
calculate {ψk} at t+ dt.

We now turn our attention to the preparation of the initial self–consistent state
regarding the degrees of freedom of electrons and phonons. For the construction of
the initial state (stationary state), where dun/dt = 0, the Lagrangian can be written
as

〈L〉 = −
∑

n

K

2
(un+1 − un)2〈ψ|ψ〉

+
∑

ns

[t0 − α(un+1 − un)] 〈ψ|(C†n+1,sCn,s + C†nsCn+1,s)|ψ〉. (3.47)

Using the definition yn ≡ un+1 − un, and Eq. 3.34, we have

〈L〉 = −
∑

n

K

2
y2n +

∑

ns

(t0 − αn)(Bn+1,n +B∗n+1,n). (3.48)
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For this case, the Euler–Lagrange equations are written as

∂〈L〉
∂yn

= 0, (3.49)

which leads to
yn = − α

K
(Bn,n+1 +B∗n,n+1). (3.50)

However, due to the fact that the system has periodic boundary conditions, the
following condition should be satisfied

∑

n

yn = 0. (3.51)

Therefore, it is necessary to add one term in Eq. 3.50 as follows

yn = − α
K

(Bn,n+1 +B∗n,n+1) +
α

NK

[∑

n

(Bn,n+1 +B∗n,n+1)

]
. (3.52)

In summary, in order to solve these equations numerically, first a stationary state
that is self–consistent with all degrees of freedom of the system (lattice and electrons)
needs to be obtained. The initial bond configuration and the electronic structure of
a polymer chain containing a quasi–particle can be achieved by solving the following
self–consistent equations of the bond configuration {un} and the electronic wavefunc-
tions {φn} [36]:

un−1 − un = −2α

K

∑

µ

φµ(n)φµ(n+ 1) +
2α

NK

∑

µ,n

φµ(n)φµ(n+ 1), (3.53)

εµφµ(n) = −[t0 − α(un−1 − un)]φµ(n+ 1)− [t0 − α(un − un−1)]φµ(n− 1) (3.54)

where εµ is the eigenvalue of the µ-th energy level. We begin by constructing the
Hamiltonian from a {yn} set of conveniently closer positions. By solving the time–
independent Scrhödinger equation

Hele|ψk〉 = Eele|ψk〉, (3.55)

a new set of eingenfunctions {ψk} is obtained, and from that a new set of coordinates
{yn} using Eq. 3.53. Iterative repetitions of this procedure yields a self–consistent
initial state when {yn} is close enough to the previous step. After that, from the
self–consistent initial state, we can evolve the system determining the eigenstates and
eigenvalues of the electronic hamiltonian at each step. The equations 3.40, 3.41, and
3.46 govern the system dynamics.
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3.6 Temperature Effects and Occupation Number

In order to take into account the temperature effects, the SSH model should be fur-
ther modified. The temperature is included in the equations that describe the lattice
backbone dynamics (classical part of the Hamiltonian). Hence, the temperature in-
fluence on the electronic part of the system is only considered indirectly by means
of coupling terms, through the term expressed in Eq. 3.34. It should be mentioned,
however, that the contribution of the electronic part to thermal properties is usually
considered much smaller than that of the cores.

The temperature effects on the lattice are simulated using the Langevin Equation,
as mentioned in the previous chapter. Here, it is used the stochastic signal ζn(t),
generally known as "white noise". Such nomenclature is due to the fact that the
spectral intensity of a signal is defined as a Fourier transform of the eigen–correlation
function. The noise ζn(t) adopted in this work has as the correlation function a
Dirac delta function. As the Fourier transform of a delta function is constant, it is
understood that all the frequencies are present with similar intensity, thus the analogy
with the white light.

Here, the temperature effects are simulated by adding thermal gaussian random
forces with zero mean value 〈ζn(t)〉 ≡ 0 and variance 〈ζn(t)ζn(t′)〉 = 2kBTγMδ(t− t′)
[71, 93]. We adopted a white stochastic signal ζn(t) as the fluctuation term. Also,
in order to keep the temperature constant at its initial value after a transient period
(named thermalization), it is necessary to introduce a damping factor, γ. Therefore,
Eq. (3.37) is modified to

Mü = −γu̇+ ζn(t) + Fn(t). (3.56)

The modified equations no longer defines a set of ordinary differential equations
(ODEs); rather, in this formalism we deal with a set of stochastical differential equa-
tions (SDEs). Therefore, it is important to find a proper integrator for solving SDEs.
Since our model assumes a classical treatment for the lattice, it is possible to use
the regular Langevin-type approach to take thermal effects into account. Several dis-
cretizations technics for the modified equation have been suggested by the literature.
We have used the velocity-verlet (Eqs. 3.41 and 3.46) that is very similar to the pop-
ular BBK integrator [93]. Furthermore, we have introduced both the dissipative force
and the gaussian random force in such a way to possess the power spectral density
given by the fluctuation–dissipation theorem. In this way, the fluctuations can be
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obtained by using
ζn(t) =

√
(2kBTγM)/∆t× Zn, (3.57)

where Zn is a random number [93]. The damping constant can be determined by low
temperature lattice thermal conductivity measurements. The γ value used here has
the same order of magnitude as expected from experimental data of Raman spectral
line width in polydiacetylene (γ=0.01ωQ) [71]. It should be emphasized that this
procedure of including temperature effects by means of a Langevin formalism has
been extensively used in the literature and is known to yield excellent qualitative
results.

As discussed above, the electronic wave functions and the lattice displacements
at the (j + 1)th time step are obtained from the jth time step. At time tj the
wavefunctions {ψk,s(i, tj)} are expressed as an expansion of the eigenfunctions {φl,s}
of the electronic Hamiltonian at that moment:

ψk,s(i, tj) =
N∑

l=1

Cs
l,kφl,s(i), (3.58)

where Cs
l,k are the expansion coefficients. The occupation number for each eigenstate

φl,s is
ηl,s(tj) =

∑

k

′|Cs
l,k(tj)|2. (3.59)

ηl,s(tj) contains information concerning the redistribution of electrons among the
energy levels, thus being of fundamental importance to analyze the products formed
after the recombination mechanism as well as their yields.

3.7 Charge Carriers and Excited States

Due to the diversity of experimental results regarding the conductivity in conjugated
polymers, a need to propose different conduction mechanisms from those used to de-
scribe the charge transport in inorganic materials arises naturally. As mentioned in
the first chapter, the first conduction model in organic semiconductors was proposed
by Su, Schrieffer and Heeger (the SSH model). In this model, the organic semicon-
ductor is formed by long chains, for which the occurrence of topological defects in
the polymerization process becomes natural. These structural defects could also be
created upon doping or photoexcitation processes forming radicals. These defects
may change the dimerization shape generating specific forms to the CH groups con-
figuration. The high conductivity of the conjugated polymers is due to the presence
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of these defects in the lattice. When an external electric field is applied, if the defect
has charge, it can move through the lattice. Thus, these defects behave as charge
carriers. This collective behavior of the lattice and electronic system is characterized
as quasi-particles.

The conventional charge carrier in organics semiconductors par excellence is the
polaron [55,94–100]. This quasi-particle can be understood as a rearrangement of the
π–electrons, which polarizes the lattice locally, resulting in a short range modification
to the spacial configuration of the carbon atoms. In organic semiconductors, the
polaron could also be understood as a bond state of solitons (the original solution for
the PA chain, previously mentioned) pair. In other words, in organic conductors, the
polaron is a quasi–particle arising from the electron–phonon interactions manifested
in the form of a lattice distortion.

Regarding its electronic structure, the topological defects represents a symmetry
breaking in the lattice. As a consequence, one electronic state arises in the band gap.
The electronic spectrum of the polaron presents two energy levels inside the band
gap: one is closer to the conduction band whereas the other one closer to the valence
band, as shown in Figure 3.2. A polaron has spin ±1/2 and a charge ±e. Thus,
polarons can respond, simultaneously, to the action of electrical and magnetic fields.

CONDUCTION BAND 

VALENCE BAND 

CONDUCTION BAND 

VALENCE BAND 

(a) (b) 

Figure 3.2: Schematic representation of the electronic spectrum for a polyacetylene
lattice containing (a) a positive polaron (hole–polaron) and (b) a negative polaron
(electron–polaron).

Another type of topological defects can be generated due to the strong electron–
phonon interaction presented by conjugated polymers. Bipolarons, for instance, which



3.7 Charge Carriers and Excited States 55

are spinless charge carriers possessing charge ±2e, may be created in organic semicon-
ductors due to a large concentration of polarons [55,94,98,99,101,102]. For example,
two acoustic polarons with the same charge and antiparallel spins can combine with
each other to form an acoustic bipolaron. In this way, bipolarons are similar to po-
larons by presenting similar dimerization pattern and also two localized electronic
states inside the band gap. However, regarding the energy levels profile, a bipolaron
can be identified by a two states deeper inside the gap when compared to those of a
polaron, as shown in Figure 3.3.

CONDUCTION BAND 

VALENCE BAND 

CONDUCTION BAND 

VALENCE BAND 

(a) (b) 

Figure 3.3: Schematic representation of the electronic spectrum for a polyacetylene
lattice containing (a) a positive bipolaron (hole–bipolaron) and (b) a negative bipo-
laron (electron–bipolaron).

In contrast to the conventional inorganic conductors, the fact that conjugated
polymer are quasi–one–dimensional materials leads to the property of its lattice struc-
ture being easily distorted to form self–trapped elementary excitations. Another type
of self–localized electronic state are the excitons [35]. In conjugated polymers, an exci-
ton is a bonded state of an electron–hole pair formed due to the strong electron–lattice
interactions. As the charge carriers in organic conductors are mainly quasiparticles,
the most typical exciton in these material is the one composed of the bound state
between a hole (positively charged) polaron and an electron (negatively charged) po-
laron. Moreover, in these materials the excitons are generally considered to be more
strongly localized than excitons in three–dimensional semiconductors, especially be-
cause in the former the exciton is substantially confined to a single polymer chain [35].

The spin wavefunction of the exciton, formed from the two spin–1/2 electronic
charges, can be either singlet (S = 0) or triplet (S = 1). The radiative emission
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(fluorescence) is from the singlet only. The triplet exciton, in its turn, do not produce
light emission other than by indirect processes such as phosphorescence or by triplet–
triplet annihilation [13]. The energy levels configuration for system with an exciton
present two localized electronic states inside the band gap, similarly to an organic
semiconductor lattice which contains a bipolaron structure, as shown in Figure 3.4.

CONDUCTION BAND 

VALENCE BAND 

Figure 3.4: Schematic representation of the electronic spectrum for a polyacetylene
lattice containing an exciton.

A key aspect in the physics of organic compared to inorganic semiconductors is
the difference on the nature of the optically excited states. Whereas in inorganic
materials, the production of free charge is carried out directly, the absorption of a
photon in organic materials causes a delocalization of these states, which leads to the
formation of an exciton due to the strong electron–lattice interactions, as mentioned
before [35, 88]. The organic exciton binding energy is naturally large, on the order
of or larger than 500 meV. This binding energy represent twenty times or more the
thermal energy at room temperature, kBT (300K) = 26 meV, compared with a few
meV in the case of inorganic semiconductors [35].

Here, is worth to mention some important aspects regarding the most common
product found in our studies (a charged excited state), which is generated from the
recombination mechanism between charge carriers. As mentioned in the first chapter,
a OLED normally consists of a luminescent conjugate polymer layer, introduced be-
tween two metal electrodes. Electrons and holes are injected from the electrodes into
the polymer layer and, as a result, this process induce self–localized electron states
(polarons). It is known that the injected electrons and holes forms electron–polarons
and hole–polarons due to the strong electron–lattice interactions in these materials.
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Bipolarons, in their turn, can be created in OLEDs when the charge injection results
in a large concentration of polarons. When an electron–polaron (–bipolaron) meets
a hole–polaron (–bipolaron), they may collide and recombine to form a mixed state
composed by polarons (bipolarons) and excitons (biexcitons), in which the electron
and the hole are bonded in a self–trapped lattice deformation known as exciton (biex-
citon or polaron–exciton (bipolaron–exciton), in analogy to conventional excitons in
inorganic semiconductors. The photon emission results from the radiative decay of
the charged and neutral excited states. Thus, the yield of these excitations determines
the electroluminescence efficiency in conjugated polymers.



CHAPTER4
Conclusions and Perspectives

The present chapter is intended to serve as an overview about the results presented in
the papers which constitute this thesis. Moreover, we discuss an extension of the SSH
model performed to analyze the charge transport mechanism in graphene nanorib-
bons as further perspectives.

In this work, a systematic numerical investigations about the influence of electric
field, electron–electron interactions, impurity, and temperature on the recombina-
tion mechanism between different kinds of quasi–particles were performed using a
polyacetylene chain in the scope of a nonadiabatic evolution method. An Ehrenfest
molecular dynamics was performed by using an one–dimensional tight–binding model
including lattice relaxation. Combined with the extended Hubbard model (EHM),
an extended version of the SSH model was used to include external electric fields, the
Brazoviskii–Kirova symmetry breaking term, impurity and temperature effects.

The first two cases analyzed were the intrachain recombination between a mixed
state composed by two polarons and one exciton and the interchain recombination
of a polaron pair, i. e., two polarons with opposite charges which lie initially in two
different chains (see PAPER III). Our findings show that, in the case of two coupled
chains (interchain recombination), we observed that polaron recombination does not
generate an usual exciton. Rather, this type of recombination leads to an exciton
associated with an oscillating dipole between the two chains. Besides, the polaron re-
combination happens immediately after the coupling between chains is turned on. For
single chains (intrachain recombination), our results show that in the absence of tem-
perature, the mixed state composed by two polarons and one exciton remains stable,
not generating free carriers. This fact can be attributed to the high level of symme-
try that systems, not thermally perturbed, present. When temperature effects are
considered, we observed that on a single chain, a polaron–exciton suffers spontaneous
dissociation forming a free polaron. These results are in good agreements with ex-
perimental data [103] and previous theoretical simulations [49] performed for weakly
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coupled chains bearing a polaron–exciton. We concluded that temperature effects
are important in the processes of recombination, particularly in the single–molecule
polaron–exciton dissociation process, which does not occur without the influence of
temperature. The term “polaron–exciton" is used to denote a quasi–particle which is
composed by a mixed state between a polaron and an exciton. It was also observed
that the increase of temperature does not influence the time interval between creation
and decay of charge carriers. This suggests that the efficiency of organic semicon-
ductors is independent of temperature, which is also in agreement with experimental
data [35].

An important recombination mechanism which may contribute to the understand-
ing of electroluminescence process in PLEDs is the intrachain interaction between a
polaron pair. In our studies, the interaction intrachain interaction of an electron–
polaron (negative structure) and a hole–polaron (positive structure) was investigated,
mainly, under the influence of impurities (PAPER V), temperature (PAPER IX), and
concentration effects (PAPER XII). The aim of these studies was to investigate the
formation of neutral excitations or polaron–exciton states, and their respective yields,
from the recombination dynamics between an oppositely charged polaron pair. When
the impurity effects are taken into account in the recombination mechanism of an
oppositely charged polaron pair, the critical electric field to polaron–exciton forma-
tion is lower than in the absence of these effects. Also, the results indicated that the
presence of impurities in a conjugated polymer chain, for all electric fields regimes,
improves the excitation yield and facilitates the polaron–exciton formation in electric
field regimes smaller than 0.7 mV/Å.

Regarding the temperature influence, the results show that there are two chan-
nels resulting from the recombination between the polaron pair: channel 1, where
a critical temperature regime exists, below which neutral excitation directly forms
channel 2, where a dimerized lattice is the resulting product of the collisional process
for temperatures higher than the critical value. Furthermore, it is found that both
channels depend sensitively on the strength of the applied electric field.

Interesting results arose when the recombination dynamics of more than one po-
laron pair was investigated. Considering a polymer chain with concentration of po-
larons varying between 2 and 10 polarons, we were able to determine different regimes
in which polaron–excitons or neutral excitations were mainly formed from the colli-
sional processes. These regimes were observed to be dependent on both the electric
field strength and on the concentration of the initial charge carriers. Moreover, it
was found that, the higher the concentration of charge carriers the more probable it
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is to the recombination process to yield polaron-excitons rather than excitons. Fur-
thermore, higher values of electric field also favor the formation of polaron–excitons
until the critical value of 1.0 mV/Å, above which a dimerized chain is achieved. As
actual electronic devices present high concentration of charge carriers, this study is of
fundamental importance to the understanding of the particular conditions in which
the desired kind of quasi–particle is to be formed.

As discussed before, a PLED normally consists of a luminescent conjugate polymer
layer, introduced between two metal electrodes. Electrons and holes are injected from
the electrodes into the polymer layer and, as a result, this process induce self–localized
electron states called polarons. A polaron has spin ±1/2 and a charge ±e. It is know
that the injected electrons and holes forms electron–polarons and hole–polarons due
to the strong electron–lattice interactions in these materials. Bipolarons, that are
spinless charge carriers and possess charge ±2e, can be created in PLEDs when the
charge injection results in a large concentration of polarons. For example, two acoustic
polarons with the same charge and antiparallel spins can combine with each other to
for an acoustic bipolaron.

When an electron–bipolaron (negative structure) meets a hole–bipolaron (positive
structure), they may collide and recombine to form a mixed state composed by bipo-
larons and excitons, in which the electron and the hole are bonded in a self–trapped
lattice deformation known as biexciton or bipolaron–exciton, in analogy to conven-
tional excitons in inorganic semiconductors. The photon emission results from the
radiative decay of the excitations. The yield of these excitations determines the elec-
troluminescence efficiency in conjugated polymers. In this way, a systematic study
about the biexciton or bipolaron–exciton formation from the recombination dynamics
between oppositely charged bipolarons is of major interest.

In our studies, the intrachain interaction of an electron–bipolaron and a hole–
bipolaron was investigated under impurity and Coulombian interactions; and tem-
perature effects, in PAPER VI and PAPER X, respectively. It is found that the
electron-electron interactions play an important role on the yield of excitations after
the scattering between the charge carriers in both configurations. Our results show
that the charge coupled to the lattice deformation after the scattering is sensitive to
on–site an nearest–neighbor Coulomb interactions in the sense that, for higher values,
less charge remains coupled to the mixed state composed by bipolarons and excitons.
When impurity effects are taken into account, the maximum critical electric field for
the formation of states composed of bipolarons and excitons increases compared to
a system without impurity effects. Also, the results indicate that the presence of
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impurities in a conjugated polymer lattice, for all electric fields regimes, improves
the excitation yield and favors the bipolaron-exciton formation. When temperature
effects are taken into account, there are two different channels resulting from the re-
combination between charged bipolarons. For a given regime, there exists a critical
temperature value, below which a biexcitonic state is directly formed. Differently, a
dimerized lattice is the resulting product of the collisional process, when the temper-
ature is higher than the critical value. Furthermore, it is found that both channels
depend sensitively on the strength of the applied electric field. Obtaining such dif-
ferent regimes and the critical temperature values needed to reach one or the other
channel is crucial to fully control the charge carrier density in conductive polymers.

Experiments have shown, through optical and magnetic data, that some doped
polymers showed signals involving polarons and bipolarons, which proves the coexis-
tence of these charge carriers in conjugated polymers. Another important excitation
in the context of PLEDs is the exciton. Analogously to the conventional charge carri-
ers in these materials, exciton are also structures associated with the strong coupling
between charge and phonons and it is linked to a structural deformation. An exciton
is created via absorption of a photon but can also be the result of the interaction be-
tween two polarons with opposite charges, as discussed before, thus resulting in zero
net charge. Since polarons, bipolarons, and excitons coexist in PLEDs, there exists
a high possibility of collision between these excitations in order to form new excited
states. Studies concerning the interaction between charge carriers and excitons can
provide a deeper understanding of the properties of conjugated polymers in general.
For the recombination dynamics between a polaron and a bipolaron, the impurity
effects and the electron–electron interactions play an important role on the yield of
excitations after the interaction between them. In the presence of impurities and for
values of on–site Coulomb interactions higher than 0.3 eV, less charge remains on the
the bipolaron and polaron structures, see PAPER VI. Considering the temperature
effects, as discussed in PAPER VIII, the results show that there are two channels
resulting from the scattering process between the bipolaron–polaron pair: channel
1, below the critical temperature regime, where the positive bipolaron and a mixed
stated composed of the negative polaron and an exciton are formed, and channel 2,
where a positive bipolaron and a free electron are the resulting products of the colli-
sional process, when the temperature is higher than the critical value. Both channels
are depend on the strength of the applied electric field.

We have also investigated the intrachain recombination process between two dif-
ferent charge carriers (polaron and bipolaron) and an exciton in conjugated polymers,
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see PAPER XI. The main goal was to find critical values of temperature that induced
different products from the collisional process between the quasi–particles. It is shown
that, unlike recently proposed at absolute zero temperature, in the case of polarons
colliding with excitons, a spin-independent mechanism is obtained when tempera-
ture effects are included. This fact demonstrates the importance of considering such
effects when describing the recombination process in a more realistic fashion. We
performed a thorough description of the polaron exciton collision and determined the
critical temperature for obtaining the integrity of the original polaron. We have also
found this critical temperature value to be strongly field strength dependent. Regard-
ing the intrachain recombination between a bipolaron and an exciton, two different
regimes were also found. For low electric fields and temperatures, the products of
the collision were two trions. Otherwise, a final state composed of a polaron and
a polaron-exciton is observed.These results on obtaining critical values of controlled
parameters for yielding different final states are crucial for mastering the technique
of obtaining devices with the desired type and density of charge carriers. Therefore,
this knowledge can be useful to improve the performance of organic based electronic
devices such as polymer light-emitting diodes.

Although some possible mechanisms for recombination processes between excitons
and charge carriers that considered electron–electron interactions and an external
electric field have been proposed (see PAPER XI), no detailed theoretical investiga-
tions of how two excitons recombine, when these effects are taken into account, have
been reported. Furthermore, it has been generally accepted that temperature effects
are one of fundamental importance on monomolecular recombination of mixed states
composed of polarons and excitons (see PAPER VII).Thus, the exciton recombination
in the presence of thermal effects is believed to be essential for OPVs devices. Under-
standing how the aforementioned effects acts on the monolayer exciton recombination
process, which leads to free charge carriers generation, is crucial for the design of more
efficient devices and requires a deeper phenomenological description. In this way, the
intrachain recombination dynamics of an exciton pair was investigated in our studies,
(see PAPER VII). In the simulations the excitons were positioned very close to each
other in a way to mimic a high–density region in monomolecular systems. Consid-
ering this physical picture, one finds that there are three possible channels resulting
from singlet–singlet exciton recombination: (1) formation of an excited negative po-
laron and an excited positive bipolaron, in the absence of temperature, when the
effects over the system of an external electric field and Coulomb interaction are taken
into account; (2) generation of two free and excited oppositely charged polarons, when
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thermal effects are considered together with an moderate external electric field regime
and electron-electron interactions; and (3) creation of a biexciton in the absence of
an external electric field. These results suggest that temperature effects act on the
system in a way to decrease the free charge carrier formation when a region with
high–density of excitons is considered, whereas electric field effects are of fundamen-
tal importance and favors the free charge carrier generation. Moreover, the second
channel represents the principal result from the simulations reported in this work,
which suggests that there may be an alternative route to creating free charge carriers
(hole–polaron and electron–polaron) when a appropriate relation between the density
of excitons, electric field, and temperature is considered.

We also turned our attention to an extension of the SSH model performed in our
studies to treat the charge transport mechanism in graphene nanoribbons, which may
serve as a perspective of forthcoming works.

Graphene-based materials have emerged in the past few years as promising solu-
tions to the design of a novel class of electronic devices. This carbon–based technology
is expected to present greater efficiency, lower cost, as well as smaller environmen-
tal impact when compared to its inorganic counterpart for photovoltaic and energy
storage applications. The strongly covalently bound two–dimensional structure of
graphene results in unique properties such as high thermal and electrical conductivi-
ties, excellent mechanical strength, and reasonable transparency. Graphene nanorib-
bons (GNRs) are a special kind of structure derived from specific cuts of a graphene
sheet. Besides sharing several of the interesting properties of the two–dimensional
original material system, GNRs have, depending on the system symmetry, the pos-
sibility of presenting a finite band gap. This feature is of crucial importance for
electronics applications. Altogether, this makes GNRs of large interest with regards
to both fundamental aspects, such as the basic mechanisms behind charge transport,
and more applied studies related to device properties.

It is well–established that low–dimensional carbon–based conductors, in particu-
lar, the one–dimensional polymeric system, present the novel property that its lattice
structure can be locally distorted to form self–trapped charged states such as polarons.
Moreover, it is known from studies of molecular crystals that both electron–lattice
interactions and the system dimensionality are of fundamental importance to define
the polaron characteristics. The charge associated with the polaron is distributed over
the local deformation. It was both theoretically and experimentally reported that the
charge carriers in GNRs are formed by more than one nonlocal lattice structure, which
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are symmetric regarding the charge density distribution and the lattice distortion de-
gree, (see PAPER XIII). Interestingly, this structure presents a collective behavior
for the charge transport in response of the applied electric field. Because all of these
properties are common to regular polarons of other types of carbon–based conductors,
we have referred throughout this work to these quasi–particles as polarons.

In one of our studies (see PAPER XIII), the transport of polarons in armchair
GNRs was theoretically investigated in the framework of a two–dimensional tight–
binding model in which the electron transfer (or hopping) integral includes the electron-
phonon (e–ph) coupling as well as the force originating from an external electric
field. Ehrenfest–like electron–lattice dynamics simulations were carried out in order
to investigate the polaron behavior under different conditions of electric fields, GNR
widths, and e–ph coupling strengths. Our methodology was able to accurately predict
the band gap dependence on the width of the GNRs as well as their values (results are
reported in the Supporting Information of PAPER XIII). A careful investigation on
the velocity regimes of polarons was also performed. We observed that electric fields
favor the occurrence of supersonic polarons. Although the electric field is not able
to favor their formation, a role played by e–ph coupling and width, a considerable
gain in stability was implemented in the polarons. It was also observed that wider
nanoribbons give rise to faster polarons. Their velocities were determined, and an
investigation concerning their distribution was performed. Finally, the movement of
polarons is followed by different phonons that can, in turn, interact with the polarons,
thus affecting their dynamics.
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1. Introduction

The potential of organic semiconductors in the development of
new optoelectronic devices has attracted the interest of the scien-
tific community in recent years [1,2]. Applications of these materi-
als include light emitting diodes (OLEDs) [3,4], thin film transistors
[5,6], photodiodes and photovoltaics (OPVs) [7,8]. A significant
challenge to make efficient use of these new materials is the accu-
rate prediction of their geometrical and electronic properties. It is
known that, in p-conjugated polymers, the low-energy structure
displays a pattern of alternate single and double bonds forming a
dimerized polymeric chain with two phases [9]. The determination
of this ground state structure is crucial to the analysis of different
optical and electronic properties in these materials.

Genetic algorithm optimization techniques (GAOTs) are a class
of computational methods based on evolution to quickly deter-
mine a potential solution for a specific problem. These algorithms
allow the development of generalized methods of search and opti-
mization that attempts to solve by trial and error, complex prob-
lems. The underline idea is to simulate the natural processes of
evolution without human intervention. Genetic algorithms have
been applied successfully in the description of a variety of global
minimization and optimization problems [10–17], geometrical
structures predictions [18], and fitting of the potential energy sur-
faces [19–23]. Theoretical studies about ground state structures
and low-energy configuration predictions have been extensively
performed recently [24–28].

Another interesting feature of genetic algorithms is that they al-
low mapping of the phase space. This feature allows for the loca-
tion not only of global minimum but also of all local minima that
describes the system. In this sense, Xiang et al. analyzed the struc-
ture and the electronic properties of metallic and organic systems
using a genetic algorithm to search the global lowest-energy struc-
tures [29,30]. In the case of organic systems, a genetic algorithm
was used in conjunction with DFT to search for the global mini-
mum structures of oxidized graphene in different oxidation states
[29]. Initially, they consider only an arrangement of epoxide
groups on single-layer graphene. Using this starting point, they
found two new low-energy semiconducting phases of the fully oxi-
dized graphene.

In the present work we developed a program endowed with the
ability to self-adapt as it searches for the ground state of both neu-
tral and charged trans-polyacetylene molecules. Specifically, a sys-
tematic numerical investigation is performed to find the positions
of each monomer describing the minimal energy (equilibrium)
configuration within the Su–Schrieffer–Heeger (SSH) model. In
these materials, solitons and polarons are the typical structures
responsible for charge transport (free charge carriers) [31–33].
All the properties of the charge carrier including dynamics
[34,35], photogeneration mechanisms [36], processes of excitons
dissociation, and charge carriers recombination [36–38] use
ground state structures as a starting point. The advantage of our
method is that GA convergence is reached in a considerably smal-
ler number of iterations when compared with the usual SCF.

We show that results obtained using GA are equivalent to those
obtained using conventional SCF models. To do this comparison we
used polaron and soliton type solutions. In some cases, SCF-based
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methods has convergence difficulties because these methods walk
through the phase space based on the initial configuration guess.
On the other hand, GAOT is designed to search the global minimum
of the system regardless of the initial conditions. Due to its robust-
ness, GAOT always converges to the global minimum avoiding the
premature convergence to a local minima. These results show that
GAOT combined with the SSH model can be successfully applied to
find the ground state structure of organic semiconductors reducing
the number of iterations needed to reach convergence.

2. Methodology

We choose a polyacetylene chain in trans configuration to dem-
onstrate the prediction of the ground state structure of a conju-
gated polymer chain of finite length, using the methodology
developed here. An SSH-type Hamiltonian [39,40] is used to de-
scribe the polymer,

H ¼ �
X
n;s

tn;nþ1 Cynþ1;sCn;s þ h:c
� �

þ
X

n

K
2

y2
n þ

X
n

p2
n

2M
: ð1Þ

Here n indexes the sites. The operator Cynþ1;s creates and the operator
Cn;s annihilates a p-electron at the n-th site with spin s. K is the har-
monic constant due to the r bonds. M is the mass of a CH group.
yn � unþ1 � un, where un is the lattice displacement of the atom at
the n-th site along the chain. pn is the momentum conjugated to
un and tn;nþ1 is the hopping integral, given by

tn;nþ1 ¼ t0 � aynð Þ; ð2Þ

with t0 being the hopping integral of a p-electron between nearest
neighbor sites in the undimerized chain, and a is the electron-
lattice coupling constant. The parameters chosen in this work
are t0 ¼ 2:5 eV;M ¼ 1349:14 eV� fs2

=Å
2
, K ¼ 21 eVÅ

�2
and a ¼

4:1 eVÅ
�1

. These values have been used elsewhere [34–38] with a
good track record and the results are expected to be valid for other
conjugated polymers. Nevertheless, it should be pointed out that
the use of the GAOT in three-dimensional models of organic semi-
conductors is straightforward. One should just substitutes the SSH
by the chosen model and takes yn as the distance between atoms.

The GAOT finds the set of un’s that provides the lowest energy
starting from a randomly generated set of un’s. The population is
composed of Npop individuals. Each individual has a genetic code
with N genes (un). These genes are represented by real numbers.
The initial population genes are randomly generated. Figure 1 pre-
sents a diagrammatic representation explaining how the GAOT
works.

Our GAOT uses common genetic algorithm operations: selec-
tion, matching with recombination and mutation. The probability
of each individual to be selected for recombination takes place
by a roulette spinning depending on its fitness [34]. We selected
Npop=2 individuals (parents) that will generate, through the recom-
bination operation, Npop=2 new individuals (offspring). The new
generation, with Npop=2 parents and Npop=2 new strings (offsprings)
maintains the population with a fixed number Npop.

The original aspect of our genetic algorithm concerns the cross-
ing of genes. Since each gene (un) is represented by a real number,
whenever two corresponding genes of two parents are chosen to
recombine, the offspring genes are determined as follows: each
pair of real numbers generates two new numbers following a GAUS-

SIAN probability distribution centered at their mean value and with
a dispersion proportional to their difference. This procedure war-
rants the similarity between the genes of the parents and off-
springs, but it also enables the possibility of the offspring genes
being higher or lower than their parent values.

The mutation operation is also performed following a GAUSSIAN

probability distribution. This time it is centered at a given gene,
un. The program selects randomly one gene belonging to a given
individual to mutate. The probability of mutation of a given gene
equals 0:01% per generation.

It is quite convenient that the global minimum solution should
be found only by a group of individuals in the population. When
the entire population converges prematurely to a single solution,
this solution may be a local minimum. This is called premature
convergence and it can be avoided by the linear scaling. This pro-
cedure enhances the probability that several minima will coexists
in the population [41]. It introduces a parameter to control the
selection pressure, defined as the degree to which the better

Figure 1. A diagrammatic representation explaining how the GAOT works.
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individuals are favored. Using this approach and varying the muta-
tion rate, we maintain the variety of the population and avoid pre-
mature convergence.

Another important procedure implemented in our GAOT is the
elitist strategy. This procedure consists in copying an arbitrary
number of the best individuals belonging to the population to
the next generation. It guarantees that these individuals will not
be extinguished. In our GAOT 10% of the population is represented
by the best individuals of the previous generation.

Since we are also interested in excited states, as solitons and
polarons, the lowest energy criterion is not very convenient. We
found that the mean square difference between the input values
yn and the calculated values is a good criterion.

To compare the solutions of GAOT and SCF methods, we use the
SCF convergence criterion based in the difference between the
bond lengths of successive iterations which is called the Conver-
gence Error.

3. Results

In this Letter we present the results obtained for a oligomeric
chain of 60 sites. The dimerized configuration generates a bond
length variable yn of alternating signs. To provide a good visualiza-
tion of the results, we defined the order parameter for the charge
density �qðeÞ, in units of electron charge (e), and bond length yðÅÞ,
as follows:

�qðeÞ ¼ 1� qn�1 þ 2qn þ qnþ1

4

yðÅÞ ¼ ð�1Þn�yn�1 þ 2yn � ynþ1

4
: ð3Þ

Figure 2a shows the convergence for the solution of the best
individual for 10 different initial populations randomly generated
within the same initial interval. In the beginning (up to the 10th
generation) the convergence of the solution is essentially identical
for all populations. The crossover and mutation operators then be-
gin to make a difference in the convergence which is characterized
by a small separation between these curves. The efficiency of the
elitist strategy is easily seen in Figure 1 where we note that the
convergence of the error never suffers deterioration in value, i.e.,
the value of the Convergence Error is always less or equal than
the value obtained in the previous generation.

Figure 2b zooms-in the region related to the last 10 generations
showing the pattern of convergence that is characteristic of the use
of the elitist strategy. One can also observe that the curves do not
change much in the last five generations. This is due to the fact that
all individuals have very close fitness and that the GAOT has found

the global minimum of the system, which is in our case the ground
state structure.

In Figure 3 we present a comparison between the order param-
eters for the charge density �qðeÞ and bond length yðÅÞ for the po-
laron and soliton static type solutions obtained with the SCF and
GAOT methods. This comparison demonstrates the reach of the
GAOT to obtain the ground state configurations of organic semi-
conductors, since the solutions generated by these methods are al-
most identical.

An important result obtained here is that the GAOT significantly
reduces the number of iterations necessary to reach convergence.
To compare the number of iterations needed to reach convergence,
we performed simulations with polyacetylene chains containing
20, 40, 80, 160, 320, 640 and 1280 sites. Figure 4 shows the com-
parison between the number of iterations needed to reach a solu-
tion when GAOT and SCF methods are used. Our results show that
the number of iterations is considerably smaller when the GAOT
method is used to find the ground state of organic semiconductors.

It should be pointed out that the use of the GAOT does not nec-
essarily translate in saving of CPU time. Its advantage comes from
the enhanced possibility of effectively finding the ground state as
well as excited state solutions.

4. Conclusions

In this work we studied the application of a genetic algorithm
optimization technique to investigate the electronic structure of
p-conjugated polymer systems. Specifically, we obtained the
ground state structure of a fully dimerized trans-polyacetylene
chain, and the polaron and soliton type solutions using the GAOT
and SCF methods for comparison purposes. Our results show that
GAOT and SCF generate equivalent solutions. However, unlike the
SCF, the GAOT is independent of the initial guess. Also, our results
suggests that the GAOT significantly reduces the number of itera-
tions needed to reach convergence. From these results, we can con-
clude that GAOT is a useful minimization tool to predict the ground
state and excited states of organic semiconductors.

It is also noted that crossover and mutation operations play an
important role in the solution of the problem. These operations
make the GAOT go through the phase space maintaining the vari-
ety of the individuals in the population. We can also note that the
profile of the population in the GAOT gives important information
about the studied systems, specifically when we find the distribu-
tion of local minima. Understanding this profile and developing
tools and methods to map them, like elitist strategy and linear scal-
ing, is important for employing the GAOT in several classes of

Figure 2. (a) Convergence error for 10 different initial populations. (b) Inset of the convergence for the last 11 generations.
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chemical and physical problems. Our numerical results for the
ground state and excited states of the organic semiconductors, to
the extent that the SSH model could be taken as the standard mod-
el for these systems, indicate that this technique could be used to
obtain the low-energy configurations in a fast and accurate way.
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Effects of temperature and electric field induced phase
transitions on the dynamics of polarons
and bipolarons

Luiz Antonio Ribeiro, William Ferreira da Cunha, Pedro Henrique de Oliveria Neto,
Ricardo Gargano and Geraldo Magela e Silva

The stability of charge carriers in conjugated polymers is investigated in terms of a nonadiabatic

evolution method by using an extended version of the Su–Schrieffer–Heeger (SSH) model that includes

the effects of an external electric field and temperature. On the basis of this physical picture, different

patterns of applied electric field and temperature dependence of polaron and bipolaron kinematics as

well as the transitions between different regimes are found. Phase transitions from subsonic to super-

sonic velocities are also discussed in terms of the system conditions. We were able to describe at which

thermal regime each quasi-particle loses its stability and also to determine under which circumstances

do the electric field and temperature rise or dampen its motion. The results indicate that thermal effects

on polaron and bipolaron stability may provide guidance for improving the charge carrier conduction in

organic optoelectronic devices.

I. Introduction

Conjugated polymers are currently being used as active materials
in various organic electronic devices, ranging from disposable
radio-frequency tags to organic photovoltaics,1,2 thin-film tran-
sistors3,4 and displays.5,6 Organic photovoltaics are particularly
attractive due to their potential low cost, light weight, and
flexibility of the resulting device. The charge carrier mobility
has proven to be directly related to device performance, thus
playing an essential role in organic electronics.7,8 It is well
known that charges added by doping, injection, or photoexcita-
tion will induce self-localized electron states called polarons
or bipolarons.9 An organic light emitting diode (OLED), for
example, normally consists of a luminescent conjugate polymer
layer, introduced between two metal electrodes. Electrons and
holes are injected from the electrodes into the polymer layer and,
as a result, this process induces self-localized electron states
called polarons. A polaron has a spin �1/2 and a charge �e. It is
known that the injected electrons and holes form electron–
polarons and hole–polarons due to the strong electron–lattice
interactions in these materials. Bipolarons, which are spinless
charge carriers and possess charge�2e, can be created in OLEDs
when the charge injection results in a large concentration of
polarons. For example, two acoustic polarons with the same

charge and antiparallel spins can combine with each other to
form an acoustic bipolaron.10

A central aspect of the science and technology of these
materials is the dynamic behavior of these quasi-particles
subjected to certain regimes of electric field and temperature.
The understanding of the critical temperature and electric field
regimes for the charge carrier stability in these materials, as
well as of the transition between these regimes, is crucial for
the design of more efficient devices and requires an accurate
phenomenological description.

Some relevant theoretical studies carried out by Stafström,11–13

e Silva,14,15 and Conwell16,17 and their coworkers have shown
that the external electric field has a significant influence on
polaron stability in conjugated polymers. In these works it was
noted that, in the presence of strong electric fields, the polaron
dissociates due to the fact that the lattice cannot further follow
the charge motion. Conwell and coworkers have also investi-
gated the polaron stability and mobility under high electric
field regimes from the theoretical point of view.18,19 In
these works the motion of a polaron in a PPV lattice in the
presence of a high electric field was investigated using the
SSH model. It was observed that the polaron loses its stability
when subjected to an electric field as high as 2 mV Å�1 while
moving at supersonic velocities. Using a similar approach,
Stafström and coworkers analyzed the polaron dynamics in a
system composed of coupled conjugated polymer chains in theInstitute of Physics, University of Brasilia, 70.919-970, Brasilia, Brazil
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presence of a high external electric field.13,20 Their results show
that the polaron becomes totally delocalized for an electric field
strength higher than 3 mV Å�1. Typical electric field magnitudes
for organic light-emitting diodes (OLEDs) are about 1 mV Å�1; for
higher electric fields, such as those applied by Stafström, the
excess energy in the system creates too much disturbance in
the form of lattice vibrations (phonons) which inhibits the
polaron formation. In this context, the critical electric field
strength for the charge carrier stability plays an important role
in the charge transport efficiency of these materials.

The stability of bipolarons has also been analyzed with respect
to collisional processes between these charge carriers with other
defects present in a conjugated polymer chain21–25 and also when
one-site Coulomb interaction was taken into account.26 In these
studies it was found that there is a regime in which the bipolaron
dissociates into a polaron and an excited-polaron. Nevertheless, all
the above mentioned discussions take into account the charge
carriers dissociation mechanism only in the presence of a high
electric field and the collision process with other defects. In the
context of a real physical system, in which temperature affects the
charge transport efficiency, the process of quasi-particles losing
stability is still not fully described. In a real physical system such as
an OLED, for instance, the energy excess may, to some extent, be
transported away in the form of heat. That might lead to a
stabilization of the charge carriers even at field strengths of about
3 mV Å�1. Depending on the temperature, however, a competition
between thermal and electric field effects on the stability are of
major importance. We expect definite changes in the kinematic
behavior of charge carriers before losing their stability. It is the
goal of the scientific community of this field to explore these
changes in favor of an improved charge transport. In this sense a
systematic study of the phase transitions related to the stability of
charge carriers is highly desired.

In this work, a systematic numerical investigation of the stability
of charge carriers in conjugated polymers is performed in a cis-
polyacetylene chain in terms of a nonadiabatic evolution method.
Polaron and bipolaron stability was investigated in a conjugated
polymer chain subjected to different thermal regimes. An Ehrenfest
Molecular Dynamics was performed by using a one-dimensional
tight-binding model including lattice relaxation; the effects of
temperature were included by means of a canonical Langevin
equation. Since the goal is to investigate polaron and bipolaron
stability, as well as the phase transitions observed in the process of
thermal and electric field excitations in cis-polyacetylene chains, an
extended version of the SSH model was used to include external
electric fields and the Brazovskii–Kirova symmetry breaking term.
The aim of this paper is to give a microscopic picture of the loss of
polaron and bipolaron stability in conjugated polymers, when the
thermal effects are taken into account, and contribute to the
understanding of the important processes of charge transport in
organic conductors.

II. Methodology

A polyacetylene chain in cis configuration28 was used to
study the charge carrier stability under thermal effects in

conjugated polymers. The SSH-type Hamiltonian29 modified
to include an external electric field and the Brazovskii–Kirova
symmetry-breaking term used in this work has the following form:

H ¼ �
X
n;s

tn;nþ1C
y
nþ1;sCn;s þ h:c:

� �
þ
X
n

K

2
yn

2 þ
X
n

pn
2

2M
; (1)

where n indicates the sites of the chain. The operator C†
n,s(Cn,s)

creates (annihilates) a p-electron state at the nth site with spin s; K
is the harmonic constant that describes a s bond and M is the
mass of a CH group. The parameter yn is defined as yn � un+1� un

where un is the lattice displacement of an atom at the nth site. pn is
the conjugated momentum to un and tn,n+1 is the hopping integral,
given by

tn,n+1 = e�igA(t)[(1 + (�1)nd0)t0 � ayn], (2)

where t0 is the hopping integral of a p-electron between nearest
neighbor sites in the undimerized chain, a is the electron–
phonon coupling, and d0 is the Brazovskii–Kirova symmetry-
breaking term, which is used to take the cis symmetry of the
polymer into account. g � ea/(�hc), with e being the absolute
value of the electronic charge, a is the lattice constant, and c is
the speed of light. The relation between the time-dependent
vector potential A and the uniform electric field E is given by
E = �(1/c)A(t). The parameters used here are t0 = 2.5 eV,
M = 1349.14 eV fs2 Å�2, K = 21 eV Å�2, d0 = 0.05, a = 4.1 eV Å�1

and a bare optical phonon energy �hoQ ¼ �h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4K=M

p
¼ 0:16 eV.

These values have been used in previous simulations and
are expected to be valid for conjugated polymers in general.30–32

In order to solve these equations numerically, first a stationary
state that is self-consistent with all degrees of freedom of the
system (the lattice and electrons) is obtained. Then, the time
evolution of the system is described by the equations of motion.
The electronic wave function is the solution of the time-dependent
Scrhödinger equation:

i�h _ck;sðn; tÞ ¼ �tn;nþ1ck;sðnþ 1; tÞ � t�n�1;nck;sðn� 1; tÞ (3)

where k is the quantum number that specifies an electronic state.
The equation of motion that describes the site displacement and
provides the temporal evolution of the lattice is obtained in a
classical approach.28,29 This equation is written as

Fn(t) = Mün = �K[2un(t) � un+1(t) � un�1(t)]

+ a[Bn,n+1 � Bn�1,n + Bn+1,n � Bn,n�1], (4)

where Fn(t) represents the force on the nth site. Here,

Bn;n0 ¼
X
k;s

0
c�k;s n; tð Þck;s n0; tð ÞCM1

(5)

is the term that couples the electronic and lattice solutions. The
primed summation represents a sum over the occupied states.
By introducing instantaneous eigenstates, the solutions of the
time-dependent Scrhödinger equation can be expressed as14

ck;sðn; tjþ1Þ ¼
X
l

X
m

f�l;sðm; tjÞck;sðm; tjÞ
" #

� e �ielDt=�hð Þfl;sðn; tjÞ:

(6)
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{fl(n)} and {el} are the eigenfunctions and the eigenvalues of
the electronic part for the Hamiltonian at a given time tj.
Eqn (4), which defines the evolution of system, may be numeri-
cally integrated as14,27,28

un(tj+1) = un(tj) + :
un(tj)Dt, (7)

_unðtjþ1Þ ¼ _unðtjÞ þ
FnðtjÞ
M

Dt: (8)

Hence, the electronic wave functions and the lattice displa-
cements at the ( j + 1)th time step are obtained from the jth
time step.

It is possible to make use of the Langevin approach to take
thermal effects into account33–35 by using a white stochastic
signal z(t) as the fluctuation term, i.e., a signal with the following
properties: hz(t)i � 0 and hz(t)z(t0)i = 2MkBTGd(t � t0). A Stokes-
like dissipation term is also included in this formalism. Adding
the stochastic and the damping force and rewriting the equation
of motion, the following equation is obtained15,30

Mün = �G :un + zn(t) + Fn(t) � F̃n(t). (9)

The relationship between zn(t), G, and the temperature T of
the system is given by the fluctuation dissipation theorem. The
damping constant can be determined by low temperature
lattice thermal conductivity measurements. The G value used
here has the same order of magnitude as expected from
experimental data of Raman spectral line width in polydiacetylene
(G = 0.01oQ).36 The basic idea of the quantum thermal bath (QTB)
is to use a Langevin-type approach, where the interatomic forces
are calculated quantum mechanically but the nuclei dynamics is
described using standard molecular dynamics (MD). A technique
proposed by Dammak and collaborators uses a QTB to show that
the thermal expansion and heat capacity of a solid can be
successfully predicted at low temperatures.37

III. Results and discussion

In order to study the effect of an external electric field and the
thermal bath on the polaron and bipolaron stability, we per-
formed a systematical variation of these properties. For the
electric field, the following values were taken into account:
0, 0.65, 1.3, 1.95, and 2.6 mV Å�1, whereas the temperature
values considered were 0, 10, 20, 30, 40, 50, 100, 150, 200, 250
and 300 K. The temperature of the lattice is obtained through
the equipartition theorem by using the kinetic energy of a CH
group, which assumes the form Mhvn

2i/2 = kBT/2.

In all cases the dynamics of the system is investigated
during 500 fs. The considered polymeric chain has 300 sites
with periodic bound conditions, and initially contains a single
quasi-particle at the 35th site in all simulations. To analyze the
simulations and provide a good visualization of the results, the
following mean charge density �r(t), derived from the charge

density rðtÞ ¼
P
k;s

0
c�k;s n; tð Þck;s n; tð Þ, and the order parameter

�
y(t) were used:

�r(t) = 1 � [rn�1(t) + 2rn(t) + rn+1(t)]/4, (10)

�
y(t) = (�1)n[yn�1(t) � 2yn(t) + yn+1(t)]/4. (11)

The electric field is introduced quasi-adiabatically to avoid
undesirable lattice vibrations in the process of accelerating the
charge carries through a fast transfer of momentum to the
polaron or bipolaron. This was carried out by applying a
smooth change of the potential vector strength as:

with tw = 10 fs being the width, ts = 1 fs the electric field turn-on
period, and toff = 500 fs the time of the field being turned off.
Thus, after 20 fs the electric field becomes constant in time, in
accordance with experiments.

When it comes to charge transport, the drift given to quasi-
particles by electric fields play a fundamental role, regardless of
the actual conducting polymer application considered, such as
organic transistors, organic solar cells or other types of organic
photovoltaics. Polarons are defined as non-linear structures
that move through the lattice of a conducting polymer polariz-
ing the neighborhood and changing bond lengths at the same
time. The investigation of the stability of a polaron is carried
out by obtaining the polaron lifetime when it is subjected solely
to an electric field. In the simulations performed here it was
observed that, for any given temperature, a polaron loses its
stability for electric field regimes larger than 3.5 mV Å�1, a fact
corroborated by other theoretical results.11,13,17,18

It is well known, however, that the application of conducting
polymers in optoelectronic devices demands a treatment com-
prising other features that tend to affect the charge carrier
stability in these materials. Among them, the temperature
stands out as a property closely related to charge transport
both in inorganic and in organic semiconductors, albeit in
different senses. Thus, the next natural step is the considera-
tion of both thermal and electric field excitations. Fig. 1 shows
the energy levels of the system composed of a polaron at 0 K
(Fig. 2(a)) and 200 K (Fig. 2(b)) in the presence of an electric
field of 2.6 mV Å�1. At 0 K, the presence of typical polaron

AðtÞ ¼

0 if to 0;

�cE ts �
ts

p

� �
sin

pt
ts

� �� �� �	
2 if 0 � to toff ;

�c t� ts

2

� �
if ts � to toff ;

�cE tþ toff � ts þ
ts

p

� �
sin

ts

p
t� toff þ pð Þ

� �h i� �
if tw � to toff þ ts;

�cEtoff if � cEtoff ;

8>>>>>>>><
>>>>>>>>:

(12)
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steady states inside the gap can be noted. When considering
thermal oscillations, however, we observe the oscillations of the
energy levels resulting from the motion of the carbons cores of
the lattice, in Fig. 1(b). Initially these oscillations do not give
rise to a complete destabilization of the quasi-particle, as can
be inferred from the presence of the levels inside the gap. As
time evolves, however, the oscillation amplitude increases until
the energy levels return to those of conduction and valence
bands, a fact that indicates the vanishing of the quasi-particle.

Fig. 2 presents the study performed for the polaron sub-
jected to a constant electric field of 2.6 mV Å�1. The goal is to
focus on the effects of temperature on the stability of a moving
polaron. In Fig. 2(a) we show the 0 K simulation of the time
evolution of the order parameter in which the smooth trajectory
is disturbed only by the accompanying phonons generated by
the polaron drift. The linear trajectory presented is directly
related to the response of the carrier to the applied field. A
completely different pattern is observed in Fig. 2(b), in which
thermal effects are taken into account when the temperature
regime considered is 150 K. Initially, the polaron moves linearly
with time, as in the previous case. However, after about 100 fs
the adding up of thermal energy begins to become visible
through the blurring of the figure. After about 110 fs, the lattice
oscillations are of such amplitudes that the polaron can be said

to be of reduced stability, although we can still identify such
carriers. The disordered pattern of the order parameter shows
that the stability reduction of the polaron is indeed caused by
the large amplitude of the lattice vibration induced by the
temperature. This fact can be confirmed by analyzing Fig. 2(c)
which represents the time evolution of the charge density of the
system subjected to the temperature regime of 200 K. One can
see that once localized charge begins to spread over the lattice
until it is completely delocalized at around 350 fs. This delo-
calization both in geometry and of charge is the typical signa-
ture of the absence of the polaron in the system. Thus, Fig. 2(c)
presents the annihilation of the polaron when the critical

Fig. 1 Time evolution of the energy levels for a polaron subjected to 0 K (a) and
200 K (b).

Fig. 2 Time evolution of the order parameter for a polaron subjected to 0 K (a)
and 150 K (b) and of the charge density of the polaron over 200 K (c).
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temperature regime of 200 K is considered. In summary, a loss
of stability of the polaron was observed in this temperature
regime, when subjected to an electric field of 2.6 mV Å�1. This
result is to be compared to that of a bipolaron later on.

Fig. 3 presents the results for the trajectory of the quasi-
particle center of charge on the lattice. The polaron and the
bipolaron center positions at a given time hpi(t) are calculated
from a cyclic mean value of the mean charge density:38

hpiðtÞ ¼ N

2p
arg

XN
n¼1

rðtÞeið2p=NÞn
" #( )

: (13)

The mean velocity �vp for the polaron and �vb to the bipolaron is
calculated using the center position hpi(t) as

v ¼ hpi t2ð Þ � hpi t1ð Þ
t2 � t1

; (14)

where for a given time step t1, t2 is the next time step.
Each line in Fig. 3(a) corresponds to the simulation of the

system at a given temperature subjected to the electric field
of 1.3 mV Å�1, whereas in Fig. 3(b) the applied field is of
2.6 mV Å�1. The absence of the 300 K curve in Fig. 3(b) is due to
the fact that no polaron is stable in this regime. By analyzing
the spreading of the curves one can readily note that, the higher

the electric field, the less influence the temperature has over
the trajectory. An interesting result that takes place in our
simulations is the pattern change observed from 40 K to
50 K. One can see in Fig. 3(a) that for all temperatures lower
than 40 K, the trajectories are closer to that of 0 K when
compared to the higher temperatures. The trajectories for
temperatures equal to and higher than 50 K present the same
pattern and a much slower mean velocity, which can be
measured by the slope of the curves. This fact is attributed
to the lattice vibration that disturbs the system to such a level
that the electric field is not able to drive a considerable velocity
for the already destabilized charge carrier. This consists on a
phase transition on the dynamical behavior of the carriers. In
the 0 to 40 K regime, it is possible to note that the higher is the
temperature, the greater is the carrier velocity, a property
explained by the reasonable delocalization of the charge carrier.
At this point it is important to distinguish the delocalization of
the polaron, a feature that tends to slightly stretch the quasi-
particle over the chain thus increasing its mobility and com-
pletely spreading the charge over the system, which as a result,
loses the collective behavior that characterizes charge carriers.
The former phenomenon is responsible for the positive effect of
temperature on charge transport (from 0 K to 40 K) whereas the
latter tends to negatively affect this mechanism. This negative
influence can be readily noted in Fig. 3(a) through the low
velocity exhibited by the quasi-particles of the system subjected
to higher temperatures. Fig. 3(b), on the other hand, shows how
the application of a higher electric field can be used to stabilize
the system. In this case, the system is less sensitive to the
effects of temperature due to the fact that the high electric field
drives stronger velocities to the carriers. A similar phase
transition is observed but this time between 150 and 200 K.
In other words, for a higher electric field it takes a greater deal
of effort by thermal excitations to destabilize the polaron. For
200 K and 250 K, a charge carrier annihilation process is
observed as the field cannot further implement a collective
movement on the charge center after 350 fs.

We now turn our attention to bipolarons as charge carriers
in organic conductors. In the energy levels profile, a bipolaron
can be identified by a couple of states deeper inside the gap
when compared to those of a polaron, as can be seen in Fig. 4
for 0 K (a), and 300 K (b). A remarkable result obtained through
these simulations is that although the oscillations of the energy
levels varied according to the temperature applied, the bipolaron
levels were always present, indicating that this particle remained
stable despite the high electric field applied and regardless of
the temperature considered, as shown in Fig. 4. This result
points towards the fact that bipolarons are more stable
than polarons. In order to confirm this, a set of simulations
analogous to those performed for a polaron was carried out.
Fig. 5 presents the time evolution of the order parameter
of a bipolaron subjected to an electric field of 2.6 mV Å�1

under the thermal regimes of 0 K (a) and 150 K (b) together
with the charge density at 200 K temperature (c). The consis-
tency of the bipolaron is clear in this simulation. Fig. 5(a)
represents the smooth trajectory of the bipolaron in the 0 K regime.

Fig. 3 Trajectory of a polaron subjected to several temperature regimes. (a)
Electric field of 1.3 mV Å�1 applied. (b) Electric field of 2.6 mV Å�1 applied.
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Again, when no thermal excitations are provided, the present
phonons are due to the quasi-particle movement and tend to
neatly follow the bipolaron. The blurring observed in Fig. 5(b) is
a reflection of the presence of thermal phonons that, never-
theless, do not give rise to any bipolaron destabilization, as can
be seen by the blue path, which is nothing but the bipolaron
distortion, present all through the simulation. Fig. 5(c) presents
the time evolution of the charge density order parameter of
the system subjected to 200 K. Again, it is possible note the
integrity of the quasi-particle until the end of the simulation
even for this higher temperature, indicating that, indeed, the
bipolaron is fairly stable despite the critical conditions simu-
lated. The trajectory of the bipolarons center of charge is
presented in Fig. 6. It is interesting to note that the behavior
of this quasi-particle is less sensible to temperature change
when compared with the polaron, which can be measured by
the closeness between the curves. This feature is closely related
to the high stability of bipolarons with respect to the electric
field and temperature. As previously discussed, the phase
transition has to do with the delocalization of the charge at
some point. As for the bipolaron, the charge responding to the
applied field is observed for all temperatures and all the fields
in Fig. 6(a) and (b), a manifestation of the presence of the
charge carrier throughout the whole simulation. Although the

slope of the curves in Fig. 6(a) decreases for temperatures
higher than 40 K, it is possible note that all the overall slopes
are positive. Naturally as our external conditions of field and
temperature increase, as in Fig. 6(b) in which 2.6 mV Å�1 is
considered, the pattern tends to look similar to the one of the
polaron, particularly for the 250 and 300 K simulations – the
ones that were not even present in the polaron case. Even after
this 200–250 K transition, however, an accurate analysis shows
that, again, it has positive slopes for all cases. In Fig. 6(b) an
even tighter set of curves is observed indicating that the electric
field indeed plays the role of stabilizing the system subject to
thermal effects. Throughout this work the observed phase

Fig. 4 Time evolution of the energy levels for a bipolaron subjected to 0 K (a)
and 300 K (b).

Fig. 5 Time evolution of the order parameter for a bipolaron subjected to 0 K
(a) and 150 K (b) and of the charge density of the bipolaron under 200 K (c).
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transitions in terms of qualitative slopes of the trajectory plots
have been discussed. In Fig. 7, we present a quantitative
investigation of the charge carriers velocity. Fig. 7(a) presents
the bipolaron velocities plots; Fig. 7(b) is related to polarons
and Fig. 7(c) shows a comparison between the two quasi
particles. The quasi-particle velocity is plotted as a function
of the electric field and each curve represents a given temper-
ature. The sound velocity in the material is represented by the
solid black line for comparison purposes, thus allowing to
identify transitions between subsonic and supersonic regimes.
A direct comparison between Fig. 7(a) and (b) leads us to
reiterate the conclusion that polarons are structures more
sensitive to temperature variations, and the bipolaron curves
exhibit a much more uniform pattern. Also, an important
property that can be noted in the figure is the saturation of
bipolaron velocity, which is much slower than the polaron’s.
This fact is also expected due to the larger inertia presented by
the former. The most interesting feature of Fig. 7, however, is
that it provides the regimes in which the quasi-particle moves
in the material at a given velocity. Sound velocity is of particular
interest and it is observed that at 1.95 mV Å�1, both polarons
and bipolarons move in the polymer chain at approximately
the speed of sound. Some relevant theoretical works investigated
the velocity phase transitions of polarons in trans-polyacetylene12

and cis-polyacetylene39 chains in the absence of temperature.
The results obtained in both works showed a phase transition for
the velocity, from the subsonic to the supersonic regime, for
electric fields smaller than 0.5 mV Å�1. Also, for this electric field
regime, the polaron velocity value reaches 0.35 Å fs�1. In Fig. 7 it
is possible to see that the polaron velocity behavior, reported in
ref. 12 and 39, changes dramatically when the thermal effects are
taken into account.

Fig. 6 Trajectory of a bipolaron subjected to several temperature regimes.
(a) Electric field of 1.3 mV Å�1 applied. (b) Electric field of 2.6 mV Å�1 applied.

Fig. 7 Velocities of (a) bipolarons, (b) polarons and (c) comparison between
them as a function of the applied electric field.
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IV. Conclusions

In summary, a modified version of the SSH model was devel-
oped to include an external electric field, the Brazovskii–Kirova
symmetry breaking term, and temperature effects, in order to
investigate the effects of these properties on dynamic phase
transitions related to the stability of polarons and bipolarons in
cis-symmetry conducting polymers chains. We were able to
obtain temperature regimes at which the quasi-particles lose
their stability. Furthermore, it was found that bipolarons are
more stable than polarons for all regimes of electric field and
temperature, remaining stable even at 350 K and when sub-
jected to an electric field of 2.6 mV Å�1. Depending on the
regime considered, the electric field plays the role of stabilizing
or destabilizing the quasi-particles. We traced different pat-
terns of electric field and temperature dependence of polaron
and bipolaron kinematics, by observing their transitions.
Finally, it was possible to predict the velocities of the quasi-
particle through the lattice as a function of temperature and
electric field and to observe that both polarons and bipolarons
move at approximately the speed of sound when subjected to
200 K or 250 K at an electric field of 1.95 mV Å�1. The
discussion performed here on the behavior of charge carriers
and the transitions from one regime to another should help to
shed light on the important and exciting field of organic
conduction, by providing guidance for the improvement of
the charge carrier mobility in organic optoelectronic devices.
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Exciton dissociation and charge recombination processes in organic semiconductors, with thermal ef-
fects taken into account, are described in this paper. Here, we analyzed the mechanisms of polaron-
excitons dissociation into free charge carriers and the consequent recombination of those carriers
under thermal effects on two parallel π -conjugated polymers chains electronically coupled. Our re-
sults suggest that exciton dissociation in a single molecule give rise to localized, polaron-like charge
carrier. Besides, we concluded that in the case of interchain processes, the bimolecular polaron re-
combination does not lead to an usual exciton state. Rather, this type of recombination leads to an
oscillating dipole between the two chains. The recombination time obtained here for these processes
are in agreement with the experimental results. Finally, our results show that temperature effects are
essential to the relaxation process leading to polaron formation in a single chain, as in the absence
of temperature, this process was not observed. In the case of two chains, we conclude that temper-
ature effects also help the bimolecular recombination process, as observed experimentally. © 2011
American Institute of Physics. [doi:10.1063/1.3665392]

I. INTRODUCTION

The potential of organic semiconductors in the devel-
opment of new technologies for optoelectronic devices has
attracted the interest of both academia and industry in re-
cent years.1–6 Among the applications of these materials
are light emitting diodes (OLEDs),7–11 thin film transistors
(OFETs),12–14 photodiodes and photovoltaics (OPVs).15–19

Organic photovoltaics are particularly attractive due to its po-
tential low cost, light weight, and flexibility of the resulting
device. However, when comparing with conventional solar
cells, the underlying science of an organic solar cells is less
known. The exciton binding energy in OPVs is ∼500 meV.20

This makes the process of exciton dissociation into free
charge carriers much slower, since the thermal energy usually
involved in this type of system is ∼20 meV. Besides, almost
all charge carriers in organic semiconductors are generated
and suffers recombination on the femtosecond time scale.21

The understanding of the generation and decay processes of
charge carriers in these materials is crucial for the design of
more efficient devices and requires a better phenomenological
description.

The dynamics of generation and decay of charge carriers
in polymer films of poly-para-phenylene (m-LPPP) by means
of femtosecond electromodulated transient absorption spec-
troscopy were examined in Ref. 22. Using this method, two
modes of polaron formation from relaxed exited states (ex-
citons) with different behaviors were identified: (i) impurity
induced in the absence of an external electric field and (ii)
electric field induced in a pristine film. It was also observed
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that only a small part of excitons generates charge carriers
at zero applied field. The main portion of polarons recom-
bines faster, but a fraction survives up to microseconds and
form fluorescent excited states. This fact shows the difficulty
in keeping free charge carriers stable enough to generate use-
ful electrical current. Moses et al. analyzed the charge carrier
generation and relaxation dynamics using transient excited-
state absorption (photo-induced absorption) measurements in
a prototypical luminescent polymer, the poly(phenylene viny-
lene), probed with 100 fs temporal resolution in the 6–10 mm
spectral region. They spanned the infrared active vibrational
modes to propose the direct polaron creation, and also to in-
dicate that the charge carrier dissociation rate depends on the
strength of the interchain interaction.23–25 This result suggests
that direct polaron creation can be an alternative route to the
generation of stable free charge carriers.

Theoretical studies of the effects of interchain interaction
on the recombination processes of charge carrier and on
the generation dynamics in polymer chains26–28 have been
extensively carried out recently. In these studies, a nonadia-
batic evolution method was used to investigate the relaxation
dynamics of the charge carriers in the presence of an external
electric field. The inclusion of electron repulsion terms has
provided very interesting results concerning excitons with a
Su-Schrieffer-Heeger (SSH) type model for parallel chains.29

Considering a pair of interacting chains, the results showed
that there are not only intrachain excitons, but also interchain
excitons. By an intrachain exciton we mean a structure that
contains, in a single chain, an electron coupled to a hole,
while an interchain exciton consists of a bound state of a
positive polaron on one chain and a negative polaron on the
neighboring chain. Also, the results suggest that the creation
efficiency of interchain excitons increases by increasing the

0021-9606/2011/135(22)/224901/5/$30.00 © 2011 American Institute of Physics135, 224901-1
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interchain coupling, while that of intrachain excitons de-
creases. However, these studies were performed considering
weak interchain coupling even in the case of simulations
of interchain excitons. Here, we describe the dissociation
process in a single chain, leading to polaron formation;
and the recombination process in two neighboring chains,
which is explained as a recombination of polarons generating
interchain excitons. The above-mentioned discussions in
the literature show that these processes are still not fully
understood. The dependence of the recombination process
in a single chain and on two neighboring chains on the
interchain coupling and the difference between these two
process must be further clarified.

A feature usually not appropriately described in the
literature is the temperature influence on the decay process
of charge carriers. Although thermal effects are known
to be important to the charge carriers creation mecha-
nism, recent theoretical and experimental studies suggest
that the photogeneration creation time is temperature-
independent.25–28, 30–32 Besides, experimental evidence
suggests that the dynamical decay of transient photoconduc-
tivity is temperature-independent.33 These results suggest that
the contribution of the localized charge carriers (polarons) to
the photocurrent is predominant at higher time scales.34

In the present work, we performed a systematic numer-
ical investigation of charge carrier recombination as well as
exciton dissociation in organic semiconductors. Both the exci-
ton dissociation and charge carrier creation mechanisms were
analyzed in π -conjugated polymer chains subjected to differ-
ent thermal regimes. Beginning with a polaron-exciton initial
state, under the influence of thermal effects, we observed a
relaxation process that gives rise to a localized, polaron-type
charge carrier. In the case of interchain excitons, it was
obtained that polaron recombination process in two neigh-
boring chains does not generate an usual exciton state. The
importance of these results lies in the possibility of increasing
the efficiency of intrachain exciton creation leading to an im-
provement of the photocurrent on the femtosecond time scale.

An Ehrenfest molecular dynamic simulation was per-
formed by using a tight binding with a lattice relaxation taken
into account in first-order approximation. Temperature effects
were included by means of a canonical Langevin equation.
Calculations considering terms of electron-electron repulsion
as Hubbard and extended Hubbard terms were also performed
here. Nevertheless, the addition of these terms did not qual-
itatively change the results of the cases studied. We inter-
pret this as an indication that the relaxation brought by the
electron-lattice coupling and the temperature inclusion con-
tain the most important effects to describe these systems.

Since our goal is to investigate the intrachain polaron-
exciton relaxation and subsequent interchain polaron recom-
bination, we considered two different cases: (i) a single chain
and (ii) two coupled chains. In the latter, a hopping inte-
gral term was added in order to take interchain effects into
account. In the former case, it was simulated the dynamics
of a polaron-exciton in a cis-polyacetylene chain under the
presence of different thermal regimes in order to observe the
monomolecular exciton dissociation. To simulate recombina-
tion in two chains, it is necessary to consider a oppositely

charged carrier on each chain. We considered a system in
which a chain with a positive polaron is parallel to a second
chain containing a negative polaron. At a certain point, the
interaction between chains is turned on, thus allowing the re-
combination process to occur.

II. METHODOLOGY

We choose a polyacetylene chain in cis configuration35, 36

to study the effect of temperature on a conjugated polymer
chain of finite length. The Hamiltonian model that we use in
this paper is H = H1 + H2 + Hint, where H1 and H2 are SSH-
type Hamiltonians37 and have the following form:

Hj = −
∑
n,s

tjn,n+1
(
C

†
jn+1,sCjn,s + H.c

)

+
∑

n

K

2
y2

jn +
∑

n

p2
jn

2M
. (1)

Here, j indexes the chains and n indexes their sites. The op-
erator C

†
jn+1,s creates and the operator Cjn, s annihilates a π -

electron at the nth site with spin s in the j th chain; K is the
harmonic constant due to the σ bonds. M is the mass of a CH
group. yjn ≡ ujn + 1 − ujn, where ujn is the lattice displacement
of the atom at nth site along the jth chain. pjn is the momen-
tum conjugated to ujn, and the quantity tjn, n + 1 is the hopping
integral, given by

tjn,n+1 = [1 + (−1)nδ0](t0 − αyjn), (2)

with t0 being the hopping integral of a π -electron between
nearest neighbor sites in the undimerized chain and δ0 is the
Brazovskii-Kirova symmetry breaking term, used to take the
cis symmetry of the polymers into account.

The coupling between the two chains is due the interchain
interaction described by Hint,30

Hint = −
q∑

n,s

t⊥
(
C

†
1n,sC2n,s + C

†
2n,sC1n,s

)
, (3)

where t⊥ is the transfer integral between sites labeled by
the same n on different chains. The parameters chosen in
this letter are t0 = 2.5 eV, t⊥ = 0.2 eV, M = 1349.14 eV
× fs2/Å2, K = 21 eV Å−2, δ0 = 0.05 and α = 4.1 eV Å−1.
These values have a good track record27, 28, 30–32, 34 and the re-
sults obtained using these parameters are expected to be valid
for conjugated polymers, in general.

In order to solve this problem numerically, we must first
obtain an initial solution for the polymer chains, i.e., we must
obtain a stationary state fully self-consistent with the degrees
of freedom of the system formed by the combination of all
electrons and the lattice. The time evolution of the lattice con-
figuration is then determined by the equations of motion. The
equation of motion for the electronic wave function ψk, s is
the solution of the time-dependent Schrödinger equation,

i¯ψ̇jk,s (n, t) = −tjn,n+1ψjk,s (n + 1, t)

− t∗jn−1,nψjk,s (n − 1, t) − t⊥ψĵk,s (n, t) ,

(4)
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where j and ĵ index the chain running from 2 to 1 and 1 to 2,
respectively.

The equation of motion that describes the site dis-
placement used in the temporal evolution of the lattice is
determined within a classical approach,35

Fn (t) = Mün = −K[2un (t) − un+1 (t) − un−1 (t)]

+α[Bn,n+1 − Bn−1,n + Bn+1,n − Bn,n−1], (5)

in which we removed the j-index to simplify the notation.
Here,

Bn,n′ =
∑
k,s

′ψ∗
k,s (n, t) ψk,s(n

′, t) (6)

is the term that couples the electronic and lattice problems.
The primed summation represents a sum over the occupied
states only. In the context of Koopmans’ theorem, we
simulate an excitation from the highest occupied molecular
orbital (HOMO) to the lowest unoccupied molecular orbitals
(LUMO) by changing the occupation number in the above
sum.

We introduce the expansion,

ψk

(
tj

) =
∑

l

Clkφl(tj ) (7)

with Clk = 〈φl|ψk〉, where {φl} is the set of eigenfunction of
the electronic Hamiltonian at a given time tj. The obtained so-
lution of the time-dependent Schrödinger equation is written
as32

ψk,s(n, tj+1) =
∑

l

[∑
m

φ∗
l,s(m, tj )ψk,s(m, tj )

]

×exp

(
−i

εl	t

¯

)
φl,s(n, tj ), (8)

where {εl} represents the eigenvalues of the electronic part of
the Hamiltonian at a given time tj.

Since our model assumes a classical treatment of the
lattice part of the system, it is possible to make use of the
Langevin approach to consider thermal effects. We choose a
white stochastic signal ζ (t) as the fluctuation term, i.e., a sig-
nal with the following properties: 〈ζ (t)〉 ≡ 0 and 〈ζ (t)ζ (t′)〉
= Bδ(t − t′). A Stokes-like dissipation term is also included
in this formalism. Therefore, Eq. (5) is modified to

Mün = −γ u̇n + ζ (t) + Fn ≡ F̃n (t) . (9)

The relationship between ζ , γ , and the temperature T of the
system is given by the fluctuation-dissipation theorem,

B = 2kBT γM. (10)

It is important to note that this approach of considering
thermal effects in conducting polymers has been used before
in the literature31, 32 and has good track record.

III. RESULTS

Here, we present results obtained for temperatures rang-
ing from 0 K to 50 K. For all simulations we considered 100-
site chains, subjected to periodic boundary conditions. To pro-

vide a better visualization of the charge density results, we
define an order parameter as follows:

ρ(t) = 1 − ρn−1(t) + 2ρn(t) + ρn+1(t)

4
. (11)

In order to simulate excitons and polarons in the systems,
we proceeded analogously to other studies of quasi-particle
formation in this type of systems,26–28 i.e., we consider that an
intrachain polaron-exciton arises from a HOMO to LUMO+1
photoexcitation in the single molecule system, whereas an in-
terchain polarons emerges from a HOMO to LUMO excita-
tion in a system formed by two chains.32 These choices match
the spatial distribution of the molecular orbital associated with
each level in the electronic energy structure. That means the
LUMO+1 orbital is mainly the first chain in the former case,
and the LUMO orbital is in the second chain in the other case.
We considered only singlet excitons in the present simulations
through changing the occupation number of spin up states
in the unrestricted spin-orbital method used. Actually, spin
triplet excitations could display different behaviors, as seen
in Ref. 38.

Figure 1 shows the time evolution of charge density of a
single chain at 0 K (Fig. 1(a)) and 50 K (Fig. 1(b)). In both
cases, the system initially finds itself in a bound state of half-
polarons—polaron-excitons—for both temperature regimes.
It should be noted that, associated with Figure 1, there is
a second parallel chain (not shown) that presents analogous
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FIG. 1. The time evolution for single-chain charge density of the hole po-
laron at two different temperatures. In (a) there is no recombination, and in
(b) the exciton dissociation occurs at 50 fs.
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behavior with the complementary electric charge. In Fig. 1(a),
a polaron-exciton remains separated throughout the entire
simulation. In the presence of temperature, the degeneracy
is broken and a dissociation of a polaron-exciton into a
free electron polaron and a free hole polaron is observed at
∼200 fs (Fig. 1(b)). In other words, without temperature the
system has no reason whatsoever to choose a particular site
where to create the polaron. With temperature, even the tiny
random variation on the site positions furnish the spontaneous
symmetry breaking mechanism. This process might be re-
sponsible for the creation of free charge carriers in organic
semiconductors in this time scale. It is important to note that
the charge carrier creation mechanism does not occur in the
absence of temperature, thus suggesting that temperature ef-
fects have an important role in the processes of exciton disso-
ciation. We performed simulations for other values of temper-
ature and observed the same pattern of polaron-exciton dis-
sociating into free polarons. The recombination time was not
altered by changes in temperature.

In Figure 2, we show the time evolution of the charge
density for a system composed of two parallel chains at
50 K: a chain bearing a negative polaron (chain 1) in Fig. 2(a)
and a chain bearing a positive polaron (chain 2) in Fig. 2(b).
Through the photoexcitation process described above, a
polaron is formed in chain 1, and, since there is a small
coupling between these chains, chain 2 relaxes generating a
symmetrical polaron of charge −e at the same time. Notice
that charge neutrality is preserved upon photoexcitation.
In Figure 2, we can observe that there is a relaxation time
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FIG. 2. Charge density time evolution at 50 K. In (a), a polaron is formed
with charge (−e), and in (b) a polaron is formed with charge e. Notice that
charge neutrality is preserved upon photoexcitation.

of about 80 fs before a polaron is formed. Note that the
difference in the charge relaxation time presented in Fig-
ures 1(b) and 2 is due to the differences in the photoexcitation
process: the former is a HOMO to LUMO+1 and the later is
a HOMO to LUMO excitation. This creation process is well
discussed in Ref. 30 and our results are in agreement with
both experimental and theoretical evidences.24, 25

The interaction between chains is turned on 280 fs
after the beginning of the simulation. Immediately after
the coupling between chains is set, the polaron located in
chain 1 combines with the other polaron located in chain 2,
characterizing an intermolecular recombination. In Figure 2,
we can see that after the dissociation of the negative polaron,
chain 1 has predominantly positive charge spread all over it.
In the case of chain 2, that started bearing a positive polaron,
a negative charge is found to be delocalized over this chain.
Figure 2 shows that, after the annihilation of polarons in
the two chains, there is a formation of an oscillating dipole
between the two chains associated with two oscillating
excitons. These two alternating excitons are coupled to
phonon modes.39 The charge density oscillates at a frequency
in the infrared region (∼1013 Hz).

The yield of intrachain exciton formation decreases with
the increase of interchain coupling, as suggested in Ref. 28.
Moses et al.24 also suggested that bimolecular recombination
is sensitive to the strength of the interaction and that charge
carrier decay rate is weakly dependent on temperature.21 In
summary, the single chain exciton dissociation process is
responsible for the creation of free charge carriers that are
annihilated in a fast bimolecular recombination process. The
description of the charge-carrier dynamics of generation and
decay in organic semiconductors cannot be observed in the
absence of temperature.

In Figure 3, we present the polaron energy levels as
a function of simulation time. This result corresponds to
the simulation performed for two coupled chains shown in
Figure 2. The transient state observed until 200 fs corre-
sponds to the formation of two initial polarons. After this
time, characteristic levels of a polaron are formed inside the
gap and remains there until 280 fs. Note the double degener-
acy of the energy levels. At this time, the coupling between is
set and bimolecular recombination process occurs. Polarons

Time (fs)

E
ne

rg
y

G
ap

0 200 400 600-1.5

-1

-0.5

0

0.5

1

1.5

FIG. 3. The band structure of the system at the gap with the valence and
conduction bands energy levels at 50 K. Note the typical polaron energy level
formation inside the gap at ∼100 fs.
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are annihilated and their corresponding energy levels that are
inside the gap changes. As a consequence, a band structure of
an organic semiconductor without these quasi-particles is ob-
tained. The relaxation time obtained here is in agreement with
the results by Soci et al.25 An energy level fluctuation can also
be observed in Figure 3. This fluctuation is due to thermal ef-
fects, since this fluctuation was not observed for the 0 K case.

IV. CONCLUSIONS

In this paper we studied the processes of intrachain exci-
ton dissociation and interchain charge carrier recombination
in organic semiconductor polymers. Particularly, we analyze
the process of single-molecule polaron-exciton dissociation
and polaron recombination in two parallel chains in these ma-
terials, under different temperature regimes. We performed
simulations using a semi-empirical tight binding model with
relaxation in a first order expansion, modified to include tem-
perature effects. In order to investigate the intrachain polaron-
exciton dissociation and subsequent interchain polaron re-
combination, we considered two different cases: (i) a single
chain and (ii) two coupled chains. In the case of two cou-
pled chains, we observed that polaron recombination does
not generate an usual exciton. Rather, this type of recombina-
tion leads to an exciton associated with an oscillating dipole
between the two chains. Besides, the polaron recombination
happens immediately after the coupling between chains is
turned on. For single chains, our results show that in the ab-
sence of temperature, the excitons remain stable, not generat-
ing free carriers. This fact can be attributed to the high level
of symmetry that systems, not thermally perturbated, present.
When temperature effects are considered, we observed that
on single chain, a polaron-exciton suffers spontaneous dis-
sociation forming a free polaron. These results are in good
agreements with experimental data33 and previous theoreti-
cal simulations performed for weakly coupled chains bearing
a polaron-exciton.32 We concluded that temperature effects
are important in the processes of recombination, particularly
in the single-molecule polaron-exciton dissociation process,
which does not occur without the influence of temperature.
It was also observed that the increase of temperature does
not influence the time interval between creation and decay
of charge carriers. This suggests that the efficiency of organic
semiconductors is independent of temperature, which is also
in agreement with the experimental data.21, 23
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a b s t r a c t

We investigate temperature effects on exciton dissociation dynamics in conjugated polymer systems.
Using a modified version of the tight-binding Su–Schrieffer–Heeger model, the dissociation is studied
under the influence of impurity effects with a nonadiabatic evolution method. Our results show that tem-
perature effects reduce the critical electric field for the exciton dissociation. In the small temperature
regime, the exciton is not trapped by the impurity and it is observed to perform a random walk, a fact
not observed in the absence of temperature. This letter might enlighten the description of electrolumi-
nescence yields and charge transport efficiency in organic based electronic devices.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Conjugated polymers are currently being used as active materi-
als in various optoelectronic devices such as Organic Solar Cells
(OSCs) [1], Thin-Film Transistors (TFTs) [2], and Polymer Light-
Emitting Diodes (PLEDs) [3]. Singular characteristics, such as light
weight, flexibility, versatility of chemical synthesis, and low cost,
make them commercially interesting and thus lead to considerable
effort in the understanding of how to develop better materials and
more efficient devices for the aforementioned class of systems.

In contrast to the conventional inorganic conductors, the fact
that conjugated polymer are quasi-one-dimensional materials
leads to the novel property of its lattice structure being easily dis-
torted to form self-trapped elementary excitations. This can be
accomplished either by charge injections or by a photoexcitation
mechanism, and results on the induction of self-localized electron
states, such as excitons [4]. In conjugate polymers, an exciton is a
bound electron-hole pair state formed due to the strong electron-
lattice interactions. It is known that the efficiency of PLDEs and
OSCs is related to the exciton dissociation mechanism. A PLED nor-
mally consists on a luminescent and a conducting conjugate poly-
mer layer, introduced between two metal electrodes. Electrons and
holes are injected from the electrodes into the polymer layer; as a
result, this process induce self-localized electron states, which
leads to the exciton formation.

In these materials excitons are generally considered to be more
strongly localized than excitons in three-dimensional semiconduc-
tors, especially because in the former the exciton is substantially
confined to a single polymer chain [5]. A schematic energy-level

diagram for a PLED under forward bias, that represents the exciton
dissociation mechanism in this material, is shown in Fig. 1(a). This
phenomenon is accomplished as follows: First, electrons and holes
are injected from negative (anode) and positive (cathode) elec-
trodes, respectively (step 1, in the figure). Following, electrons
and holes capture one another within the emissive polymer film,
and form neutral bound excited state (step 2). Finally, a radiative
decay of the excited electron-hole state produced by the recombi-
nation process take place (step 3). The spin wavefunction of the
exciton, formed from the two spin-1

2 electronic charges, can be
either singlet (S = 0) or triplet (S = 1). The radiative emission (fluo-
rescence) is from the singlet only, and when the exchange energy is
large, cross-over from triplet to singlet is unlikely to happen, so
that triplet excitons do not produce light emission other than by
indirect processes such as phosphorescence or by triplet–triplet
annihilation [5,6]. In PLEDs The emissive polymer layer generally
is formed by a Poly (p-phenylenevinylene) (PPV) film, which have
high photoluminescence yields [7,8]. The hole transport layer
(conducting polymer) widely used in this devices is the Polyaniline
(PANI:PPS). Indium-tin Oxide (ITO) is used as the hole-injecting
electrode and a magnesium-silver alloy plays the role of the elec-
tron-injecting electrode. Considering the OSCs devices, the photo-
voltaic effect also involves the generation of electron and hole
pairs and their subsequent collection at the opposite electrodes [9].

A key aspect in the physics of organic compared to inorganic
semiconductors is the difference on the nature of the optically ex-
cited states. Whereas in inorganic materials, the production of free
charge is carried out directly, the absorption of a photon in organic
materials causes a delocalization of these sates, which leads to the
formation of an exciton due to the strong electron-lattice interac-
tions. The organic exciton binding energy is naturally large, on
the order of or larger than 500 meV. This binding energy represent
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twenty times or more the thermal energy at room temperature,
kBTð300KÞ ¼ 26 meV to be compared with a few meV in the case
of inorganic semiconductors [9].

A schematic energy-level diagram for a OSC under illumination,
that represents the exciton dissociation mechanism, is shown in
Figure 1(b). As a first step (1) the photons are absorbed with an
average photon energy larger than the optical band gap on both
sides of the heterojunction. Following, occurs the thermalization
and the formation of excitons (step 2). The next stage is the
excitons diffusion to the heterojunction (3). Finally (4) these struc-
tures are dissociated and transfer an electron (hole) into the accep-
tor (donor) layer. The D arrows denote the energy offsets between
the ionization potential values (HOMO energies), of the donor
molecular layer, and electron affinities (LUMO energies) of the
acceptor molecular layer. Figure 1(b) presents a OSC whose
conducting polymer layer is formed by a C60 film, which have high
electron affinity molecules and favors the rapid exciton dissocia-
tion, thus resulting in high-power conversion efficiencies [10].
The hole transport layer widely used in these devices is a Penta-
cene film. The hole-injecting electrode and the electron-injecting
electrode are the same in the PLEDs devices.

The above discussions shows that the optical absorption in
materials based on conjugated polymers does not lead directly to
free electron and hole carriers that could readily generate electrical
current. Consequently, to generate current in OSCs, the excitons
must first dissociate into free charges. Also, excitons are of great
importance in conjugated polymers especially in photolumines-
cence (PL) emission resultant from the radiative decay of the sin-
glet excitons in PLEDs [11–16]. Furthermore, it has been
generally accepted that the temperature effcts are of fundamental
importance on monomolecular recombination of mixed states
composed by polarons and excitons [17,18]. Thus, the exciton dis-
sociation in the presence of thermal effects are believed to be of
fundamental importance for PLEDs. However, studies that take into
account this physical picture remains not well described in the
literature.

Another question of major importance is the role played by
impurity effects on exciton dissociation in conjugate polymers.

Zhao et al., using an extended version of SSH model modified to in-
clude impurity interactions and the Brazoviski–Kirova symmetry
breaking term, investigated the dynamical process of exciton dis-
sociation in the presence of an external electric field [19]. Their re-
sults have shown that, under the action of impurities, the stability
as well as the effective mass of the exciton is reduced. Also, the
field required to dissociate the excitons depends sensitively on
the strength of the impurity potential. As the impurity potential
strength increases, the dissociation field effectively decreases. In
the absence of an impurity in the polymer lattice, the exciton dis-
sociation occurs with an electric field regime of 7.9 mV/Å. Using an
impurity strength of 0.25 eV, the critical electrical field decreases
to 5.7 mV/Å. Particularly, understanding the effects of the impurity
interactions in the presence of thermal effects on exciton dissocia-
tion in conjugated polymer systems, is an issue that is believed to
be crucial for the design of more efficient devices with respect to
the electroluminescence. Thus, this point requires a better
phenomenological description.

A relevant theoretical study carried out by Stafström have
shown that the exciton dissociation depends crucially on the
strength of the applied electric field [20]. An extended version of
the SSH model which describes three-dimensional structures was
applied to dynamical studies of excited system consisting of two
coupled PPV chains. The results showed that the exciton dissocia-
tion were not accomplished for field strength lower than 2.0 mV/
Åwhereas at 2.8 mV/Åcharge separation was observed to occur
within 250 fs. The process of charge separation involves a redistri-
bution of the electrons among the energy levels. This process is
field induced but is also strongly dependent on the lattice energy
(temperature) and the excitation energy. An increase in these
two types of energies both lead to a shortening of the separation
time. It is important to remark that all these studies have focused
on specific cases with idealized conditions. A theory that widely
holds for real materials needs further elements by addressing some
realistic effects such as temperature and impurity effects. Also,
from these works, we can see that all the results for the exciton dis-
sociation were not fully described, so that further investigation,
that take into account temperature effects is needed.

(A)

(B)

Fig. 1. Schematic energy-level diagram (a) for a PLED and (b) an OSC.
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In this letter, a systematic numerical investigation of exciton
dissociation is performed in a cis-polyacetylene chain in terms of
a nonadiabatic evolution method [21,22]. The charge separation
process of the exciton is investigated on a conjugated polymer
chain subjected to different field strengths, impurity interactions,
and temperature effects. An Ehrenfest Molecular Dynamics is per-
formed by using a one-dimensional tight-binding model including
lattice relaxation. This extended version of the SSH model is used
to include external electric fields and Brazoviski–Kirova symmetry
breaking terms. The aim of this letter is to give a physical picture of
the singlet exciton dissociation in conjugated polymers, when tem-
perature and impurity effects are taken together into account, and
contribute to the understanding of these important processes, that
may provide guidance for improving the electroluminescence yield
in PLDEs and charge transport efficiency in OSCs.

2. Methodology

A polyacetylene chain in cis configuration [23] was used to
study the charge carrier stability under thermal effects in conju-
gated polymers. The SSH-type Hamiltonian [24] modified to in-
clude an external electric field and the Brazovskii–Kirova
symmetry-breaking term used in this work has the following form:

H ¼ �
X
n;s

tn;nþ1Cynþ1;sCn;s þ h:c:
� �

þ
X

n

K
2

y2
n þ

X
n

p2n

2M
; ð1Þ

were n indexes the sites of the chain. The operator Cyn;s (Cn;s) creates
(annihilates) a p-electron state at the nth site with spin s; K is the
harmonic constant that describes a r bond and M is the mass of a
CH group. The parameter yn is defined as yn � unþ1 � un where un

is the lattice displacement of an atom at the nth site. pn is the con-
jugated momentum to un and tn;nþ1 is the hopping integral, given by

tn;nþ1 ¼ e�icAðtÞ 1þ ð�1Þnd0
� �

t0 � ayn

� �
; ð2Þ

where t0 is the hopping integral of a p-electron between nearest
neighbor sites in the undimerized chain, a is the electron–phonon
coupling, and d0 is the Brazovskii–Kirova symmetry-breaking term,
which is used to take the cis symmetry of the polymer into account.
c � ea=ð�hcÞ, with e being the absolute value of the electronic charge,
a is the lattice constant, and c is the speed of light. The relation be-
tween the time-dependent vector potential A and the uniform elec-
tric field E is given by E ¼ �ð1=cÞ _A. The parameters used here are
t0 ¼ 2:5eV ; M ¼ 1349:14eV � fs2

=Å
2
, K ¼ 21eVÅ

�2
; d0 ¼ 0:05; a ¼

4:1eVÅ
�1

and a bare optical phonon energy �hxQ ¼
�h
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4K=M

p
¼ 0:16 eV . These values have been used in previous

simulations and are expected to be valid for conjugated polymers
in general [17,25,26].

In order to solve these equations numerically, first a stationary
state that is self-consistent with all degrees of freedom of the sys-
tem (the lattice and electrons) is obtained. We begin by construct-
ing the hamiltonian from an arbitrary {yn} set of positions. By
solving the time dependent Schrödinger equation a new set of
coordinates {y

0

n} is obtained. Iterative repetitions of this procedure
yields a self consistent initial state when {yn} is close enough to the
solution.

The next step is to perform the time evolution of the system
through the use of the equations of motion. The electronic wave
function is the solution of the time-dependent Schrödinger
equation:

i�h _wk;sðn; tÞ ¼ �tn;nþ1wk;sðnþ 1; tÞ � t�n�1;nwk;sðn� 1; tÞ ð3Þ

where k is the quantum number that specifies an electronic state.
The equation of motion that describes the site displacement and
provides the temporal evolution of the lattice is obtained in a clas-
sical approach [23,24]. This equation is written as

Fn tð Þ ¼ M€un

¼ �K 2un tð Þ � unþ1 tð Þ � un�1 tð Þ½ �
þ a Bn;nþ1 � Bn�1;n þ Bnþ1;n � Bn;n�1½ �; ð4Þ

where FnðtÞ represents the force on the nth site. Here,

Bn;n0 ¼
X

k;s

0
w�k;s n; tð Þwk;s n0; tð Þ ð5Þ

is the term that couples the electronic and lattice solutions. The
primed summation represents a sum over the occupied states. By
introducing instantaneous eigenstates, the solutions of the time-
dependent Schrödinger equation can be expressed as [27]

wk;s n; tjþ1
� �

¼
X

l

X
m

/�l;s m; tj
� �

wk;s m; tj
� �" #

� e �ielDt=�hð Þ/l;s n; tj
� �

: ð6Þ

f/lðnÞg and felg are the eigenfunctions and the eigenvalues of the
electronic part for the hamiltonian at a given time tj. Eq. 4, which
defines the evolution of system, may be numerically integrated as
[27,28,23]

unðtjþ1Þ ¼ unðtjÞ þ _unðtjÞDt; ð7Þ

_unðtjþ1Þ ¼ _unðtjÞ þ
FnðtjÞ

M
Dt: ð8Þ

Hence, the electronic wave functions and the lattice displacements
at the ðjþ 1Þth time step are obtained from the jth time step. At
time tj the wave functions fwk;sði; tjÞg can be expressed as a series
expansion of the eigenfunctions f/l;sg at that moment:

wk;sði; tjÞ ¼
XN

l¼1

Cs
l;k/l;sðiÞ; ð9Þ

where Cs
l;k are the expansion coefficients. The occupation number

for eigenstate /l;s is

gl;sðtjÞ ¼
X

k

0jCs
l;kðtjÞj2: ð10Þ

gl;sðtjÞ describes the redistribution of electrons among the energy
levels.

It is possible to make use of the Langevin approach to take ther-
mal effects into account[29,30] by using a white stochastic signal
f tð Þ as the fluctuation term, i.e., a signal with the following proper-
ties: hf tð Þi � 0 and hf tð Þf t0ð Þi ¼ 2MkBTCd t � t0ð Þ. A Stokes-like dissi-
pation term is also included in this formalism. Adding the
stochastic and the damping force and rewriting the equation of
motion, the following equation is obtained [17,31]

M€un ¼ �C _un þ fnðtÞ þ FnðtÞ � ~FnðtÞ: ð11Þ

The relationship between fnðtÞ;C, and the temperature T of the sys-
tem is given by the fluctuation dissipation theorem. The damping
constant can be determined by low temperature lattice thermal
conductivity measurements. The C value used here have the same
order of magnitude as expected from experimental data of Raman
spectral line width in polydiacetylene (C ¼ 0:01xQ ) [32].

3. Results and discussion

One of the most fundamental steps, and yet the greatest chal-
lenge in the field of organic electronics is the generation of free
charge carriers (electrons and holes) through the dissociation of
excitons. The usual method for doing it is the application of external
electric fields, but topological effects, temperature and other inter-
actions obviously affects the process. The main interest of the pres-
ent study is to discuss the interaction between temperature and its
effect on the dissociation of excitons, particularly in what concerns
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critical electric fields. In order to do so, we considered 100 sites
(monomers) cis-polyacetylene chains with and without impurities,
so that the effect of this symmetry breaking could also be investi-
gated. It should be noted that the relative symmetry of the polymer
plays an important role over the charge transport mechanism. Nev-
ertheless, since the most used polymers are of cis symmetry, we
decided to carry out our calculations with this kind of systems.
The reason to perform this kind of simulation is to achieve a good
compromise between the simplicity of the model and the realistic
physical conditions that affects the behavior of organic electronic
devices.

In this sense, the first step on performing a specific study on
temperature and electric field influence over excitons dissociation
is to isolate the effects of these properties from the side effects the
applications of these excitations usually has over the systems
dynamics. For instance, a sudden application of an electric field
over the chain might lead to a lattice disturbance that, on its turn,
might destabilize the quasi-particles. In order to mitigate this kind
of effect, the electric field is turned on by applying a smooth
change of the potential vector strength:

AðtÞ ¼

0 if t < 0;
�cE ts � ðts

pÞsinðpt
ts
Þ

h i� �
=2 if 0 6 t < toff ;

�c t � ts
2

� �
if ts 6 t < toff ;

�cE t þ toff � ts þ ts
p

� �
sin ts

p ðt � toff þ pÞ
� �� �� �

if tw 6 t < toff þ ts;
�cEtoff if � cEtoff ;

8>>>>><
>>>>>:

ð12Þ

with tw ¼ 10 fs being the width, ts ¼ 1 fs the electric field turn-on
period, and toff ¼ 1000 fs the time of the field being turned off. Fig-
ure 2 presents the quasi-adiabatic approach used to apply the sev-
eral different electric fields in our chain. One can see that the
transient necessary to obtain the final value is about 40 fs, a period
after which the electric fields of 4.0, 4.5, 5.0, 5.5 and 6.0 mV/Åare
achieved. By adopting this procedure we can safely conduct our
analysis after times greater than 40 fs without incurring in errors
due to effect of the application itself. A somewhat different analysis
should be performed on the temperature effects. As already
mentioned, we introduce the temperature in our model by means
of the phenomenological approach of addressing a Langevin
equation to simulate the sites random motion. Thus, the measuring
of temperature is obtained through the classical equivalence
kBT ¼ Mhv2

ni. However, a special care must be taken on relating a
given temperature value to a simulation at different times because
the process of thermalization is not carried out instantaneously.

Figure 3 presents the thermalization curves for the target final tem-
peratures of 50, 100, 150, 200, 250 and 300 K. It is clear, from the
figure, that the higher is the desired temperature, the more time
it takes for the system to thermalize into this regime. Despite this
fact, and since we seek to perform a qualitative investigation on
the temperature influence over the excitons dynamics, by analyzing
Figure 3 we can use the practical value of 500 fs in order to carry out
our analysis. In other words, we believe that 500 fs is a time that, in
average, all the temperatures remains somewhat near the desired
values. We can see that, by considering that we are missing by at
most 20 K, i.e., no more than 10%. We are now in the position to
effectively handle the main subject of the letter, i.e., the exciton dis-
sociation in conjugate polymer systems. Here, an investigation of
the exciton dissociation behavior as a function of temperature and
electric fields as well as of whether or not a 0.25 eV impurity is
present is developed. It is important to note that this impurity value
is chosen in order to perform a reasonable comparison with a recent
theoretical study carried out without temperature effects [19]. We
study the effect of all the electric fields of Figure 2 and all the tem-
peratures of Figure 3, but choose to present only the most signifi-
cant results in Figure 4.

Through all the simulations, an exciton is initially created at the
50th site and performs a random walk due to the temperature ap-
plied to the system. All the simulations lasts for 1000 fs, so that the
aforementioned problems of considering times greater than 40 fs
due to electric field application and greater than 500 fs due to ther-
malization is not an issue, provided we focus on the suitable region
of the figures. An interesting property common to all the simula-
tions is the effective presence of the exciton structure since the
beginning of the simulation, a fact that can be readily noted by
simultaneously studying Figures 4(a) and (b): it is observed that
the two oppositely charged structures in Figure 4 — a hole-polaron
and an electron-polaron — yield a single lattice distortion in Figure
4(a). Overall we have a neutral particle corresponding to a single
lattice distortion presenting the collective behavior that character-
izes itself as an exciton quasi-particle. Naturally, the time that each
structure lasts (as well as its dynamic behavior) is highly depen-
dent on the temperature regime, electric fields and impurities
properties. This can be inferred from the differences of the Sections
1–3 of Figure 4. As a matter of fact, what is done is to systemati-
cally vary our desired quantities, i.e., temperature and electric field,
until the point of exciton dissociation. This way, we are able to
obtain critical temperatures and, most important, critical electric
fields to achieve charge separation under certain circumstances.
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Fig. 2. Quasi-adiabatic application of 4.0, 4.5, 5.0, 5.5 and 6.0 mV/Åelectric fields.
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Fig. 3. Thermalization curves for 50, 100, 150, 200, 250 and 300 K.
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Figure 4 presents the results of the simulations whose parameters
are those critical values. We begin by analyzing the first Section 1
of Figure 4. This section reports the results of an initially exciton
placed in a 300 K polymer chain free of impurities and subjected
to an electric field of 5.0 mV/Å. One can note the exciton random
walk owing to thermal effects throughout the simulation. The
consistency of the polaron-exciton as a quasi-particle can be ob-
served again by comparing Figures 4(a1) to (b1), where we can
see that the movement of the lattice distortion corresponds to
the movement of the two charged particles and thus of the neutral
entity composed of this interaction. In other terms, the collective
behavior that the system presents is preserved until around
900 fs. After this time, the electric field excitations as well those
from the phonon modes created in the lattice, add up in the sense
of leading to a destruction of the coupling between electron–polar-
on and hole–polaron. This is the desired phenomenon of exciton
dissociation, that separates positive from negative charges, thus
providing net charge for conduction and use in organic based de-
vices. In this case, we observed a critical dissociation electric field
of 5.0 mV/Åfor a dissociation time of around 900 fs. Through the
consideration of temperature we are able to observe the exciton
dissociation about twice as fast as when no temperature is consid-
ered [20].

Besides obtaining the exciton dissociation in a shorter time,
the inclusion of temperature plays the role of reducing the crit-
ical electric field necessary to this very same dissociation. Con-
sidering experimental data, a quantitative comparison with
them is difficult to make since there is no information concern-
ing how the field is distributed over microscopic scales [20].
However, literature data reports a threshold value of around
10 mV/Åin order to accomplish the exciton dissociation, in
MEH-PPV systems Ref. [33], and 5 mV/Åfor considering PPVs sys-
tems Ref. [34], which is in quite good agreement with the results
of our simulation. Thus, thermal effects roughly halved the nec-
essary electric field to separate a hole-polaron from an electron’s.
Adopting a phenomenological point of view, these results are ex-
pected, due to the fact that temperature induces the appearance
of phonons that work towards the destabilization of the neutral
quasi-particle.

Although interesting, the results previously discussed are some-
what idealized in the sense that no other topological defects, rather
than the quasi-particles are present in the chain. It is well known
that doping is a fundamental procedure in obtaining suitable mate-
rials for the organic electronic technology. The impurities act as
providing an preferred region in which charge can accumulate to
the formation of charge carriers, and also disturbs the dynamics
of an already existing particle. In this sense, it is only natural to
perform simulation with an impurity endowed chain and to com-
pare these results to those of the pristine chain that have just been
presented. The second Section 2 of Figure 4 reports the results of a
doped chain with two 0.25 eV impurities at 100 K and subjected to
a 6.0 mV/Åelectric field. The reason for using two impurities is the
fact that the excitons perform a random walk dynamics, when
temperature effects are taken into account. Thus, the exciton is
not trapped by the fist impurity and, with in the presence of only
one impurity, it is not possible observe the contribution of these ef-
fects on charge separation process. We observe that, even at this
lower (100 K) temperature regime, the complete exciton dissocia-
tion is achieved at approximately the same time, when we can fi-
nally observe the separated charges. This is true, despite the
transition phenomena that takes place from around 300 fs, when
the splitting seems to begin to 900 fs when it is completed. This
transition consists on a mixed state between the coupled polarons
and the desired condition of free charge. We shall return to this
discussion shortly, when analyzing the same simulation from
another point of view. Regardless of this difference on the charge
separation mechanism, the final separation in the same total time
of the previous case consists on a sort of trade-off between temper-
ature and impurity interaction as far as dissociation time is con-
cerned. As for the critical electric field, one can see that it is
slightly increased in this case. Again, the effect of impurity partially
accounts for the lower distortion provided by the thermal effects,
thus overriding the low temperature considered.

The most interesting result, however, is obtained when we con-
sider both the higher temperature regime of 300 K and the effect of
the impurities. A strikingly difference is observed by a mere
glimpse of the third Section 3 of Figure 4. First of all, the dissocia-
tion times is shorter than half of those of the previous cases (1) and

Fig. 4. (a) Lattice order paramete; (b) time evolution for the charge density for: 1 – Pristine chain at 300 K subjected to a 5.0 mV/Åelectric field; 2 – 0.25 eV impurity doped
chain at 100 K subjected to a 6.0 mV/Åelectric field and 3 – 0.25 eV impurity doped chain at 300 K subjected to a 3.9 mV/Åelectric field.
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(2) of Figure 4. While the temperature provides highly excited pho-
nons that contributes to the separation of charge, the region of the
placed impurity serves as a center of disturbance for the exciton,
thus facilitating its dissociation into free charges. Another impor-
tant feature is the decrease of the critical electric field to this dis-
sociation. In this case, the interaction of thermal phonons
together with the symmetry breaking impurities yielded as a crit-
ical field the value of 3.9 mV/Å, which turned out to be the lowest
ever reported for this kind of system [19,33,34]. We conclude that,
when numerically describing the process of exciton dissociation in
organic conductors, care must be taken in order to not underesti-
mate the phenomena rate due to eventually not considering tem-
perature and impurities effects. Our results suggest that the
dissociation rate is expected to be higher than the previously pre-
dicted and can be further increased by thermalizing and by doping
the real samples.

Another useful approach for discussing these results is the
investigation of the occupation numbers. Concerning the last
discussed point, namely the impurity effects, Figure 5 is very

instructive in that it compares the occupation numbers — Figure
5(a) — with the energy levels time evolution Figure 5(b) for the
pristine chain at 300 K and subjected to a 5.0 mV/Åelectric field,
i.e., the simulation presented in Figure 4(a1) and (b1). One can
see that the returning of the excited electron to HOMO in Figure
5(a) coincides to the vanishing of the polaron levels in Figure
5(b) at about 900 fs. The inclusion of the energy levels profile is
useful to confirm that this dynamics refers to the exciton dissocia-
tion, for after 900 fs no polaron pair interaction is possible due to
the destabilization of these quasi-particles. Obviously, the same
pattern of time matching between the polarons levels reaching
the conduction and valence band and the returning of the once
populating LUMO electron to HOMO level is achieved for all the
simulations, for these are merely two different ways of observing
the same phenomena. Due to this fact, the energy levels time evo-
lution profile are omitted from now on. We focus only in the occu-
pation number analysis. Figure 6 presents the results for the
occupation numbers for the doped systems simulations, previously
presented in Figures 4(a2) and (a3). By investigating the upper part
(a) of the figure, that regards the simulation at 100 K and 6.0 mV/Å,
the previously discussed same dissociation time as in Figure 5 is
clearly noted. The most useful feature of this figure, however, is
that it allow us to address the aforementioned transition structure
(from exciton state to separated charges) to a partial charge trans-
ference from LUMO in the direction of HOMO, but without being
completed until around 900 fs, when the dissociation is completely
carried out. This comes from the partial splitting of the levels at
around 300 fs and the conclusion at around 900 fs — the same
900 fs previously reported.

Finally, Figure 6(b) presents the case where the impurity acts
together with the high thermal regime of 300 K in the sense of pro-
moting the exciton dissociation in the shorter reported time. One
can see that, in this case the dissociation takes place before the
thermalization is accomplished. In other words, when both a high
temperature and an impurity are present in the system, the disso-
ciation occurs even before that particular thermal regime is
stabilized. Additionally, one can conclude that the virtual lack of
oscillation in the occupation levels is associated to a high dissoci-
ation yield and is partially due to the fact that, in this case, a lower
critical electric field of 3.9 mV/Åis necessary to accomplish the
charge dissociation.

4. Conclusions

In summary, it was developed a modified version of the SSH
model to include an external electric field, the Brazovskii-Kirova
symmetry breaking term, impurities, and temperature, in order
to investigate the effects of these properties over the dynamical
process of singlet exciton dissociation in cis-symmetry conducting
polymers chains. We were able to obtain at which temperature and
electric field regimes the excitons lose their stability. The temper-
ature effects reduce the critical electric field for the exciton disso-
ciation to 5.0 mV/Å. In the absence of this effect, the exciton is
dissociated within an electric field regime of 7.9 mV/Å, as reported
in another theoretical work. Additionally, the presence of an impu-
rity in the conjugated polymer lattice, favors the exciton dissocia-
tion mechanism. When both, impurity and temperature effects are
taken into account, the electric field regime for the singlet exciton
dissociation reduces to 3.9 mV/Åat 300 K. When only impurity ef-
fects are considered, the critical electric field is 5.7 mV/Å, as inves-
tigate also in another theoretical study. In the low temperature
regimes, the exciton is not trapped by the impurity and perform
a random walk dynamics, a fact that is not observed in the absence
of temperature. For a thermal regime of around 100 K, in the
presence of an impurity, the critical electric field for the exciton
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Fig. 5. Occupation numbers (a) and energy levels (b) time evolution for a pristine
chain at 300 K subjected to an electric field of 5.0 mV/Å.
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Fig. 6. Occupation numbers time evolution for the doped systems subjected to: (a)
100 K and 6.0 mV/Åand (b) 300 K and 3.9 mV/Å.
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dissociation reduces to 6.0 mV/Å. This is the minimal temperature
in which the exciton dissociation occurs. The results indicate that
when thermal effects are taken into account the singlet exciton
dissociation dynamics in conjugated polymer systems is modified.
This understanding can shine a light on the description of electro-
luminescence yields in PLDEs. Also, the discussion performed here
on the behavior of the exciton dissociation is crucial for the field of
organic conduction, thus providing guidance in the improvement
of the charge carrier separation and transport efficiency in OSCs.
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Impurity effects on polaron-exciton formation in conjugated polymers
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Combining the one-dimensional tight-binding Su-Schrieffer-Heeger model and the extended Hub-
bard model, the collision of two oppositely charged polarons is investigated under the influence of
impurity effects using a non-adiabatic evolution method. Results show that electron-electron inter-
actions have direct influence on the charge distribution coupled to the polaron-exciton lattice defect.
Additionally, the presence of an impurity in the collisional process reduces the critical electric field
for the polaron-exciton formation. In the small electric field regime, the impurity effects open three
channels and are of fundamental importance to favor the polaron-exciton creation. The results in-
dicate that the scattering between polarons in the presence of impurities can throw a new light on
the description of electroluminescence in conjugated polymer systems. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4828726]

I. INTRODUCTION

Conjugated polymers have attracted considerable inter-
est from the scientific community since the discovery of elec-
troluminescence properties on phenyl-based organic semicon-
ductors. Their optoelectronic features combined with ease
of synthesis, low temperature processing, tunability via syn-
thetic chemistry, and low cost, make them attractive materi-
als for the electronics industry, particularly concerning the
development of a new display technology. Among the sev-
eral possible application are Organic Photovoltaics devices
(OPVs)1–3 and Polymer Light Emitting Diodes (PLEDs).4–6

In these devices, the generation of excited states is one of the
most fundamental physical process.7–11 Lei et al.12 studied
the dependence of exciton formation rate on the spin orien-
tation of polarons by simulating the collision process of two
oppositely charged polarons, using a modified version of Su-
Schrieffer-Heeger (SSH) model. The role played by the spin
configuration in the collision dynamics of these charge carri-
ers is a question of major importance for electroluminescence
process in PLEDs. Their results show that the yield of sin-
glet excitons from parallel spin or antiparallel spin polarons
configuration is not influenced by the e-e interactions. On the
other hand, in the manufacture of spin PLEDs to improve the
luminescent efficiency, the e-e interactions should be critical
factors, whose role must be clarified. Particularly, understand-
ing how internal effects such as e-e interactions and impurity
effects can favor or unfavor the polaron-exciton formation via
scattering of oppositely charged polarons is an issue that is
believed to be crucial for the design of more efficient devices
with respect to the electroluminescence. Thus, this point re-
quires a better phenomenological description.

Some relevant theoretical studies carried out by An
and co-workers13 have shown that external electric field
has a significant influence on polaron-exciton formation via

a)Electronic mail: ribeirojr@fis.unb.br

polaron-pair scattering in conjugated polymers. The goal was
to identify the generation mechanism of the self-trapped
polaron-exciton. Their results show that, for the scattering
processes of the two polarons initially presented on a same
polymer chain, three regimes of the applied electric field
strength were identified: (1) at field strength smaller than
0.2 mV/Å, the polaron-pair scatter into an exciton state
after 1300 fs; (2) for an electric field strength between
0.2 mV/Å and 1.2 mV/Å, the polaron-pair scatters into a pair
of independent particles and each of them is a mix of po-
larons and excitons (in this case, the yield of the neutral ex-
citon depends sensitively on the electric field strength); and
(3) at electric field strength greater than 1.2 mV/Å, the two
polarons break into irregular lattice vibrations after their col-
lision. When two polymer chains are taken into account, the
two polarons will combine together to form a self-trapped ex-
citon in one of the two coupled polymer chains when they
lie initially on the different polymer chains. The results indi-
cate that the interchain interaction favors the formation of the
polaron-exciton. It is important to remark that these studies
have been focused on specific cases with idealized conditions.
A theory that widely holds true for real materials needs fur-
ther verifying by addressing some realistic effects, for exam-
ple, the order degree or molecules, temperature and impurity
effects. Also, from these works, we can see that all the results
for the polaron-pair interaction are not fully described, so that
further investigations that take into account some of these ef-
fects are needed.

In this paper, a systematic numerical investigation
of polaron-exciton formation was performed in a cis-
polyacetylene chain in terms of a non-adiabatic evolution
method. The collision of oppositely charged polarons was in-
vestigated on a conjugated polymer chain subjected to differ-
ent field strengths, one-site, and nearest-neighbor Coulomb
interactions. We carried out the molecular dynamics by us-
ing an one-dimensional tight-binding model including lat-
tice relaxation. Combined with the extended Hubbard model

0021-9606/2013/139(17)/174903/6/$30.00 © 2013 AIP Publishing LLC139, 174903-1
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(EHM), an extended version of the SSH model was used to
include external electric fields and Brazoviskii-Kirova sym-
metry breaking term. The aim of this paper is to give a
physical picture of the polaron-exciton formation in conju-
gated polymers, when the e-e interactions and impurity effects
are taken into account, and contribute to the understanding
of these important processes that may provide guidance for
improving the electroluminescence efficiency in PLEDs.

II. METHODOLOGY

A polyacetylene chain in cis configuration14 was used
to study collision between oppositely charged polarons un-
der the influence of impurity effects in conjugated polymers.
The overall Hamiltonian is given by

Htotal = HSSH + Hee + Himp. (1)

The first term in Eq. (1) is the SSH-type Hamiltonian mod-
ified to include an external electric field and the Brazovskii-
Kirova symmetry-breaking, which has the following form:

HSSH = −
∑
n,s

(
tn,n+1C

†
n+1,sCn,s + h.c.

)

+
∑

n

K

2
y2

n +
∑

n

p2
n

2M
, (2)

where n indexes the sites of the chain. The operator C
†
n,s (Cn, s)

creates (annihilates) a π -electron state at the nth site with
spin s; K is the harmonic constant that describes a σ bond and
M is the mass of a CH group. The parameter yn is defined as
yn ≡ un + 1 − un where un is the lattice displacement of an
atom at the nth site. pn is the momentum conjugated to un and
tn, n + 1 is the hopping integral, given by

tn,n+1 = e−iγ At
[(

1 + (−1)nδ0
)
t0 − αyn

]
, (3)

where t0 is the hopping integral of a π -electron between
nearest-neighbor sites in the undimerized chain, α is the
electron-phonon coupling, and δ0 is the Brazovskii-Kirova
symmetry-breaking term, which is used to take the cis sym-
metry of the polymer into account. γ ≡ ea/(¯c), with e be-
ing the absolute value of the electronic charge, a is the lattice
constant, and c is the speed of light. The relation between the
time-dependent vector potential A and the uniform electric
field E is given by E= −(1/c)Ȧ.

The second contribution in Eq. (1) denotes e-e interac-
tions and can be written as

Hee = U
∑

i

(
C

†
i,↑Ci,↑ − 1

2

)(
C

†
i,↓Ci,↓ − 1

2

)

+V
∑

i

(ni − 1)(ni+1 − 1), (4)

where U and V are the on-site and nearest-neighbor
Coulomb repulsion strengths, respectively, and
ni = C

†
i,↑Ci,↑ + C

†
i,↓Ci,↓. It should be noted that the in-

clusion of the additional constant factors (related to the
conventional description of the Hubbard model) is necessary
in order to maintain the electron hole symmetry of the
Hamiltonian.

The last contribution in Eq. (1) represents the on-site im-
purity effects and can be written in the form

Himp = ZjC
†
j,sCj,s . (5)

Zj is the strength of an impurity, which is located
in jth site. The parameters used here are t0 = 2.5 eV,
M = 1349.14 eV × fs2/Å2, K = 21 eV Å−2, δ0 = 0.05,
α = 4.1 eV Å−1, a = 1.22 Å, and a bare optical phonon en-
ergy ¯ωQ = ¯√4K/M = 0.16 eV. These values have been
used in previous simulations and are expected to be valid for
conjugated polymers in general.15–19

In order to solve these equations numerically, first a sta-
tionary state that is self-consistent with all degrees of freedom
of the system (the lattice plus electrons) is obtained. We begin
by constructing the Hamiltonian from an arbitrary {yn} set of
positions. By solving the time dependent Schrödinger equa-
tion, a new set of coordinates {y’n} is obtained. Iterative rep-
etitions of this procedure yields a self-consistent initial state
when {y’n} is close enough to {yn}.

The time evolution of the system is described by the
equations of motion. The electronic wave function is the so-
lution of the time-dependent Schrödinger equation

i¯ψ̇k,s(i, t) = − [
t∗i,i+1 + V τs(i, t)

]
ψk,s(i + 1, t)

− [
ti−1, i + V τ ∗

s (i − 1, t)
]
ψk,s(i − 1, t)

+
{
U

[
ρ−s(i, t) − 1

2

]
+ Zj

+ V
∑
s ′

[ρs ′ (i + 1, t) + ρs ′ (i − 1, t) − 1]

}

×ψk,s(i, t), (6)

where k is the quantum number that specifies an electronic
state,

ρs(i, t) =
∑

k

′ψ∗
k,s (i, t) ψk,s (i, t) , (7)

and

τs(i, t) =
∑

k

′ψ∗
k,s (i + 1, t) ψk,s (i, t) . (8)

The prime symbol specifies that the sum runs over occupied
single-particle states. It is important to note that, considering
the hydrocarbon nature of our system, an unrestricted Har-
teee Fock scheme is sufficient to correctly address the desired
charge transport properties.

The equation of motion that describes the site displace-
ment and provides the temporal evolution of the lattice is
obtained by a classical approach.14 The nuclear dynamics is
carried out by considering the Euler-Lagrange equations

d

dt

(
∂〈L〉
∂u̇n

)
− ∂〈L〉

∂un

= 0, (9)

where

〈L〉 = 〈T 〉 − 〈V 〉. (10)

Equation (9) leads to

Mün = Fn(t), (11)
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where

Fn (t) = −K
[
2un (t) − un+1 (t) − un−1 (t)

]
+α

[
Bn,n+1 − Bn−1,n + Bn+1,n − Bn,n−1

]
. (12)

Fn(t) represents the force on the nth site. Here,

Bn,n′ =
∑
k,s

′ψ∗
k,s (n, t) ψk,s

(
n′, t

)
(13)

is the term that couples the electronic and lattice solutions.
The total time dependent wave function is constructed by

means of a combination of instantaneous eigenstates of the
electronic Hamiltonian. The solutions of the time-dependent
Schrödinger equation can be put in the form20

ψk,s

(
n, tj+1

) =
∑

l

[∑
m

φ∗
l,s

(
m, tj

)
ψk,s

(
m, tj

)]

× e(−iεl�t/¯)φl,s

(
n, tj

)
. (14)

{φl(n)} and {εl} are the eigenfunctions and the eigenvalues
of the electronic part for the hamiltonian at a given time tj.
Equation (12), which governs the evolution of the lattice, may
be numerically integrated using the following method:21

un(tj+1) = un(tj ) + u̇n(tj )�t, (15)

u̇n(tj+1) = u̇n(tj ) + Fn(tj )

M
�t. (16)

Hence, the electronic wave functions and the lattice displace-
ments at the (j + 1)th time step are obtained from the jth time
step. At time tj, the wave functions {ψk, s(i, tj)} can be ex-
pressed as a series expansion of the eigenfunctions {φl, s} at
that moment

ψk,s(i, tj ) =
N∑

l=1

Cs
l,kφl,s(i), (17)

where Cs
l,k are the expansion coefficients. The occupation

number for eigenstate φl, s is

ηl,s(tj ) =
∑

k

′|Cs
l,k(tj )|2. (18)

ηl, s(tj) contains information concerning the redistribution of
electrons among the energy levels.22, 23

III. RESULTS AND DISCUSSION

In this work, we performed a series of simulations
concerning collisional processes between oppositely charged
polarons in a 200-site cis-polyacetylene chain. In order to
mitigate end effects of the chain end, periodic boundary
conditions were imposed to our systems. This way, we
simulate a chain of infinite length, thus reducing effects of
numerical nature, due to the symmetry breaking imposed by
the edge. The aim was to investigate the effects of impurities,
electric field, and Coulomb interactions over the consequent
formation of polaron-exciton after the interaction of the
polaron-pair. For the electric field, the values used in the
simulations varied from 0.1 to 1.0 mV/Åwith a increment

of 0.1 mV/Å, whereas the on-site e-e interactions values
considered are 0.1, 0.2, 0.3, 0.4, and 0.5 eV. The nearest-
neighbor Coulomb repulsion strength was defined using the
relation V = U/2. In the present work, we considered the
impurity in the 100th site and created oppositely charged
polarons initially at sites 50 and 150. It is important to
remark that this procedure is carried out without loss of
generality, because the impurities act like a long range
coulombic potential that affects all its neighborhood. Our
analysis is carried out by considering a mean charge den-
sity defined by ρ(t) = 1 − [

ρn−1(t) + 2ρn(t) + ρn+1(t)
]
/4

and a mean order parameter of the lattice distortion
y(t) = (−1)n

[
yn−1(t) − 2yn(t) + yn+1(t)

]
/4. The goal is to

provide a better visualization of the simulations and conse-
quently to perform a more accurate analysis of the results. We
should emphasize that, although spins effects are known to
be of fundamental importance for the recombination process
of polarons, as described in the literature,23 our goal is to
investigate effects that are not spin dependent.12

In this context, Figure 1(a) shows the schematic diagram
of energy-levels for a polymer chain containing an oppo-
sitely charged polaron-pair with antiparallel spin configura-
tion. These states are constructed by occupying the differ-
ent energy levels, which correspond to consider the sum in
Eq. (13) over different states. There are four levels in the gap.
The two left levels, ε1

L and ε2
L, represent the electronic con-

figuration for an electron-polaron, in which the upper one is
occupied by one electron and the lower one occupied by two.
The right levels, ε1

R and ε2
R , represent the electronic configu-

ration for a hole-polaron, where only the ε1
R level is occupied

by one electron. Figure 1(b) represents an alternative route
to creating a oppositely charged polaron-pair, with parallel
spin configuration. It is well known that the exciton forma-
tion rate depends on the spin orientation of polarons. Also,
it is accepted that the yield of singlet excitons from paral-
lel spin or antiparallel spin configuration of a polaron-pair
is not influenced by the e-e interactions.12 A first important
result that we can remark is that, indeed, no qualitative dif-
ference is found on the dynamical behavior of a polaron-pair
created through mechanism of Figure 1(a) or 1(b), when im-
purity effects are taken into account. We thus present results
solely concerning the band structure configuration shown in
Figure 1(a) throughout this paper.

We begin by discussing the dynamic features of the
collisional process between oppositely charged polarons
considering the contribution of impurity effects to this
mechanism. Figure 2 presents a set of simulations for the
chain endowed with a 0.2 eV impurity in the 100th site. We

FIG. 1. The schematic diagrams of energy levels for a polymer chain con-
taining a electron-polaron and a hole-polaron with (a) antiparallel spin and
(b) parallel spin.
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FIG. 2. Collision between oppositely charged polarons in a polymer chain
in the presence of an impurity: (a1) and (a2) E = 0.2 mV/Å and U = 0.1 eV;
(b1) and (b2) E = 0.2 mV/Åand U = 0.2 eV; (c1) and (c2) E = 0.4 mV/Å
and U = 0.2 eV.

choose this value because it is the typical value observed for
the potential barrier of PLEDs and for means of comparison,
since it has recently been used in other theoretical work.24 In
this case, one can observe a difference on the lattice distortion
between different Hubbard terms, a feature that is represented
on the upper part of Figure 2 (Figures 2(a1), 2(b1), and 2(c1)).
Figures 2(a1)–2(b2) represent the simulation of an electric
field of 0.2 mV/Åand Hubbard terms of 0.1 and 0.2 eV,
respectively, whereas Figures 2(c1) and 2(c2) show the result
of the application of a 0.4 mV/Åfor the electric field and a
Hubbard term of 0.2 eV. These values were chosen due to the
fact that they guarantee the stability of the polaron-exciton

throughout the whole simulation. After a small transient time
for the electric field response, the polarons begin to move
towards one another due to the opposite charges. The polaron
dynamics before the collision processes occurs as described
by Stafström and Johansson.25, 26 At approximately 200 fs,
when the collision takes place, one can see that the positive
polaron passes through the negative polaron, a process that
yields the formation of a mixed state of polaron and exciton
after the collision—thus the name “polaron-exciton.” We
note that the polaron-exciton emerging from the collision is
created at approximately the same time. As a matter of fact,
we noted an even more general pattern: for a pristine chain
and electric fields smaller than 0.2 mV/Å, no polaron-exciton
creation is seen to take place before 1500 fs,13 whereas when
the impurity is considered, the creation time falls to at most
400 fs. This is the first evidence that, in these systems, im-
purity acts as an exciton creating enabler. Another important
effect that impurity has over the systems dynamics is readily
noted by observing Fig. 2. When impurity effects are taken
into account, three formation channels are observed: (1) After
the collision one of the polarons becomes trapped by the
potential of the impurity. This feature can be observed both
in the lattice distortion Figure 2(a1) and in the charge density
Figure 2(a2). An interesting observation not presented by
the figure is that this pattern is observed to take place for
U = 0.1 eV regardless the electric field considered. (2)
Figure 2(b) is the situation in which we only increased the
Hubbard interaction to 0.2 eV. One can see that after the

FIG. 3. Time evolution of the occupation number for the cases shown in Figure 2.

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

130.236.173.23 On: Wed, 24 Sep 2014 09:06:43

107



174903-5 Ribeiro, Jr. et al. J. Chem. Phys. 139, 174903 (2013)

collision one of the polarons ceases to be present whereas the
charge tends to be a little more delocalized over the chain.
(3) Finally, Figure 2(c) represents the previous case with an
increase on the electric field, as can be inferred by the greater
slope on the order parameter of Figure 2(c1). In this case, we
can see that no polaron becomes trapped by the impurity nor
is destroyed in the collision process.

The previous discussion on the creation of polaron-
excitons is confirmed by an analysis of the occupation num-
bers presented in Figure 3. Note that this figure is not to
be confused with the schematic representation of Figure 1.
Whereas Figure 1 presents the static energy levels distribu-
tions for the chains containing different charge carriers in the
initial state, Figure 3 represents the time evolution of the oc-
cupation numbers of the levels related to Figure 1(a). This
figure represents the whole system: ε1

L and ε2
L, stand for the

states of the negatively charged polaron while ε1
R and ε2

R , rep-
resent the states of the positive one. After the transient period
in which the occupation number also oscillates due to the col-
lision, we note a considerable degree of symmetry between ε1

L

and ε1
R and also between ε2

L and ε2
R , which is an indication of

an electron exchange between these levels. The crossed and
horizontal electron exchange between the levels represents
the formation of a polaron-exciton structure. By analyzing the
occupation number itself, one can see that the final states are
not covered by integer numbers, which is an evidence of par-
tial transfer. Even so, our simulations yield excitations with

a better rate than those previously reported in the work by
An.13 We believe that the degeneracy breaking provided by
the inclusion of Hubbard terms, absent in the work of An,13 is
responsible for this better yield of excitation. In the absence
of an impurity in the lattice, studies reported that there exists
only one channel for the polaron-exciton formation: the scat-
tering of the polaron-pair after the interaction.12, 13 However,
when impurity effects are taken into account, the polaron-
exciton formation occurs even in the collision of the polaron-
pair. This fact can be noted observing Figures 3(a) and 3(b),
where the time evolution of the occupation numbers indicates
an electron exchange between the levels that represent the
formation of a polaron-exciton structure.

While the occupation number analysis is the most suit-
able tool in studying the process of polaron-exciton creation,
the stability of the quasi-particle is better described by means
of the energy levels time evolution. We finish our discussion
by presenting in Figure 4 the energy levels time evolution
profile of the simulations correspondent to an interaction
between polarons shown in Figure 2. The collisional process
is noted to take place at approximately 200 fs, when the
resulting phonons are represented by the oscillation of the
energy levels. The signature of the loss of stability of one
of the polarons is related to the red states returning to the
conducting and valence bands. As in Figures 4(b) and 4(c),
we see that the other polaron remains stable through the
rest of the simulation, since the blue polarons levels remain

FIG. 4. Time evolution of the energy levels for the cases shown in Figure 2.
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consistently inside the bandgap. In Figures 2(a1) and 2(a2),
both polaron-excitons keep the integrity until the end of simu-
lation. This can be seen in Figure 4(a), where the energy levels
that correspond to the polarons remain inside the bandgap.

IV. CONCLUSIONS

In summary, it was presented a modified version of
the SSH model to include an external electric field, the
Brazovskii-Kirova symmetry breaking term, one-site and
nearest-neighbor Coulomb interactions, and impurities in or-
der to investigate the effects of these properties over the scat-
tering process of oppositely charged polarons in cis-symmetry
conducting polymers chains. Using a non-adiabatic evolution
method, within an one-dimensional tight-binding model, the
critical electric field regimes of polaron-exciton formation is
described. The influence of e-e interactions on the polaron-
exciton formation is also discussed and it is found to play an
important role on the yield of excitations after the polaron-
pair scattering process. The charge coupled to the polaron-
exciton lattice deformation is sensitive to on-site and nearest-
neighbor Coulomb interaction. The higher the Coulomb
interaction values the less the charge remains coupled to the
polaron-exciton lattice deformation and the excitation yield is
improved. When the impurity effects are taken into account,
the critical electric field to polaron-exciton formation is lower
than in the absence of these effects. Also, the results indicate
that the presence of impurities in a conjugated polymer
chain, for all electric fields regimes, improves the excitation
yield and facilitates the polaron-exciton formation in electric
field regimes smaller than 0.7 mV/Å. These properties may
provide guidance for improving the electroluminescence in
polymer light-emitting diodes by defining a path considering
impurities and materials with greater electronic correlation.
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ABSTRACT: Combining the one-dimensional tight-binding Su−
Schrieffer−Heeger (SSH) model and the extended Hubbard model
(EHM), the scattering of two oppositely charged bipolarons and a
bipolaron−polaron pair is investigated under the influence of impurity
effects using a nonadiabatic evolution method. These novel results for
bipolarons show that the oppositely charged quasi-particles scatter
into a mixed state composed of bipolarons and excitons. The
excitation yield depends sensitively on the strength of the applied
electric field. In the presence of an impurity, the critical electric field
regime for formation of a state composed by bipolarons and excitons
is increased. Additionally, we were able to obtain critical values of
electric fields that played the role of drastically modifying the system
dynamics. These facts suggest that the scattering between bipolarons and a bipolaron−polaron pair in the presence of impurities
is crucial for the understanding of electroluminescence in optoelectronics devices, such as polymer light emitting diodes.

■ INTRODUCTION
Since the discovery of the light emitting properties on phenyl-
based organic semiconductors in the 90s, a huge growth of
interest in the science and technology of conjugated polymers
has been observed. The electronic and optical properties of
conjugate polymers, together with their mechanical properties,
processing advantages, versatility of chemical synthesis, and low
cost make them particularly attractive materials for the
electronics industry. There are many potential applications
such as organic photovoltaics devices,1 thin-film transistors,2

and polymer light-emitting diodes (PLEDs).3 Especially, the
characteristic to form thermally stable thin films as poly(p-
phenylenevinylene) (PPV), which has high photoluminescence
yields, makes these materials attractive for the development of
PLEDs.4,5 A PLED normally consists of a luminescent
conjugate polymer layer, introduced between two metal
electrodes. Electrons and holes are injected from the electrodes
into the polymer layer and, as a result, this process induce self-
localized electron states called polarons. A polaron has spin
±1/2 and a charge ± e. It is know that the injected electrons
and holes forms electron-polarons and hole-polarons due to the
strong electron−lattice interactions in these materials. Bipolar-
ons, that are spinless charge carriers and possess charge ±2e,
can be created in PLEDs when the charge injection results in a
large concentration of polarons. For example, two acoustic
polarons with the same charge and antiparallel spins can
combine with each other to for an acoustic bipolaron.6

When an electron-bipolaron meets a hole-bipolaron, they
may collide and recombine to form a mixed state composed by
bipolarons and excitons, in which the electron and the hole are
bonded in a self-trapped lattice deformation known as biexciton

or bipolaron−exciton, in analogy to conventional excitons in
inorganic semiconductors. The photon emission results from
the radiative decay of the excitations. Thus, the yield of these
excitations determines the electroluminescence efficiency in
conjugated polymers.7,8 It is known that the scattering process
between oppositely charged carriers and between charge carries
and excitons plays an important role in the electroluminescence
of PLEDs.9−12 Also, it has been generally accepted that the
electron−electron interactions and the presence of impurities in
a conjugated polymer lattice critically affects the polaron and
bipolaron dynamics.13−17 Thus, the scattering process of
oppositely charged bipolarons and bipolaron−polaron pair in
the presence of impurities and the consequent yield of neutral
excitations are believed to be of fundamental importance for
PLEDs. Nevertheless, studies that take into account this
physical picture remain not well described in the literature.
Another missing feature in this field of research is a complete

understanding of the effects of the Hubbard type electron−
electron (e−e) interactions, together with impurity effects, on
the mixed state of bipolarons and excitons (biexcitons)
formation. The excited polaron decay due to this kind of
interaction between bipolarons and polarons is crucial for the
design of more efficient devices with respect to the electro-
luminescence and requires a better phenomenological
description.
Some relevant theoretical studies carried out by Di18 and by

Sun19 and co-workers have shown that external electric field
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strength has a significant influence on the results of bipolaron−
bipolaron and bipolaron−polaron interactions via scattering
processes in conjugated polymers. Di and collaborators used a
modified version of the Su−Schrieffer−Heeger (SSH) model to
include the Brazoviskii−Kirova symmetry breaking term, e−e
interactions, and an external electric field to investigate the
scattering and combination of oppositely charged bipolarons in
a conjugated polymer monolayer and in PLED heterojunction
systems. Their results show that two bipolarons can scatter into
singlet biexciton state in both monolayer and/or multiple-layer
electroluminescence polymeric materials. The yield of
biexcitons in the collision of bipolarons can reach values as
high as about 75%. The biexciton state can decay to an exciton
state, which can subsequently decay to the ground state,
allowing the overall electroluminescent quantum efficiency in
PLEDs from all sources to reach values as high as about 75%.
These results contributed to the understanding of the
experimental fact that the internal quantum efficiency can
reach 60%. Using a similar approach, Sun and collaborators
investigated the scattering processes between a negative
polaron and a positive bipolaron in a conjugated polymer
chain. Their results show that, initially, the negative polaron
and the positive bipolaron are accelerated by the applied
external electric field. A critical electric field is found
corresponding to different behavior on polaron and bipolaron
collision dynamics. Below the critical electric field, the polaron
and bipolaron can scatter into an excited polaron with high
yield. The excited polaron can decay to the polaron state
through the emission of a photon. Above the critical electric
field, the polaron and bipolaron will pass through each other
and continue moving as independent entities. From these
works it is possible to note that the products after the
bipolaron−bipolaron and bipolaron−polaron interactions show
a contribution to electroluminescence in conjugated polymers.
Nevertheless, a consistent study about the products of these
collisional processes, particularly concerning bipolarons as
quasi-particles with respect to features that might increase the
critical electric field for the formation of these excitations, had
not been performed, so that further investigations are needed.
In this paper, a systematic numerical investigation of impurity

effects on bipolaron−bipolaron and bipolaron−polaron scatter-
ing was performed in a cis-polyacetylene chain in terms of a
nonadiabatic evolution method. The scattering of oppositely
charged bipolarons and a bipolaron−polaron pair is inves-
tigated on a conjugated polymer chain subjected to different
electric field strengths, on-site, and nearest-neighbor Coulomb
interactions. Ehrenfest molecular dynamics was performed by
using a one-dimensional tight-binding model including lattice
relaxation. Combined with the extended Hubbard model
(EHM), an extended version of the SSH model was used to
include external electric fields and Brazoviskii−Kirova symme-
try breaking term. The aim of this work is to give a physical
picture of the products and their yields due to the scattering of
a bipolaron−bipolaron and a bipolaron−polaron pair in
conjugated polymers, when the electron−electron interactions
and impurity effects are taken into account, and contribute to
the understanding of these important processes, that may
provide guidance for improving the electroluminescence
efficiency in PLEDs.

■ METHODOLOGY
A polyacetylene chain in cis configuration20 was used to study
collision between oppositely charged bipolarons and polaron−

bipolaron pairs under the influence of impurity effects on
conjugated polymers. The overall Hamiltonian is given by

= + +H H H Heetotal SSH imp (1)

The first term in eq 1 is the SSH-type Hamiltonian modified to
include an external electric field and the Brazovskii−Kirova
symmetry-breaking, which has the following form:

∑ ∑ ∑= − + + ++ +
†H t C C hc K y
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were n indexes the sites of the chain. The operator Cn,s
† (Cn,s)

creates (annihilates) a π-electron state at the nth site with spin
s; K is the harmonic constant that describes a σ bond, and M is
the mass of a CH group. The parameter yn is defined as yn ≡
un+1 − un where un is the lattice displacement of an atom at the
nth site. pn is the conjugated momentum to un, and tn,n+1 is the
hopping integral, given by
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where t0 is the hopping integral of a π-electron between nearest
neighbor sites in the undimerized chain, α is the electron−
phonon coupling, and δ0 is the Brazovskii−Kirova symmetry-
breaking term, which is used to take the cis symmetry of the
polymer into account. γ ≡ ea/(ℏc), with e being the absolute
value of the electronic charge, a is the lattice constant, and c is
the speed of light. The relation between the time-dependent
vector potential A and the uniform electric field E is given by E
= −(1/c)Ȧ.
The second contribution in eq 1 denotes the e−e interactions

and can be written as
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where U and V are the on-site and nearest-neighbor Coulomb
repulsion strengths, respectively, and ni = Ci,↑

† Ci,↑ + Ci,↓
† Ci,↓.

The last contribution in eq 1 represents the one-site impurity
effects and can be written in the form

= †H Z C Cj j s j simp , , (5)

Zj is the strength of an impurity, which is located at the jth site.
The parameters used here are t0 = 2.5 eV, M = 1349.14 eV ×
fs2/Å2, K = 21 eVÅ−2, δ0 = 0.05, α = 4.1 eVÅ−1, a = 1.22 Å, and
a bare optical phonon energy ℏωQ = ℏ(4K/M)1/2 = 0.16 eV.
These values have been used in previous simulations and are
expected to be valid for conjugated polymers in general.21−23

In order to solve these equations numerically, first a
stationary state that is self-consistent with all degrees of
freedom of the system (the lattice plus electrons) is obtained.
Then, the time evolution of the system is described by the
equations of motion. The electronic wave function is the
solution of the time-dependent Scrhödinger equation:
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where k is the quantum number that specifies an electronic
state,

∑ρ ψ ψ= ′ *i t i t i t( , ) ( , ) ( , )s
k

k s k s, ,
(7)

and
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k

k s k s, ,
(8)

The equation of motion that describes the site displacement
and provides the temporal evolution of the lattice is obtained
by a classical approach.20 The nuclear dynamics is made with
the Euler−Lagrange equations
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Equation 9 leads to
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where, Fn(t) represents the force on the nth site. Here,
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,

, ,
(13)

is the term that couples the electronic and lattice solutions. The
primed summation represents a sum over the occupied states.
By introducing instantaneous eigenstates, the solutions of the
time-dependent Scrhödinger equation can be put in the form24
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{ϕl(n)} and {εl} are the eigenfunctions and the eigenvalues of
the electronic part for the Hamiltonian at a given time tj.
Equation 12, which govern the evolution of system, may be
numerically integrated using the method24
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Hence, the electronic wave functions and the lattice displace-
ments at the (j + 1)th time step are obtained from the jth time
step. At time tj the wave functions {ψk,s(i,tj)} can be expressed

as a series expansion of the eigenfunctions {ϕl,s} at that
moment:
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where Cl,k
s are the expansion coefficients. The occupation

number for eigenstate ϕl,s is

∑η = ′| |t C t( ) ( )l s j
k

l k
s

j, ,
2

(18)

ηl,s(tj) describes the redistribution of electrons among the
energy levels.

■ RESULTS
We carry out a systematic numerical investigation on impurities
effects and e−e interactions influence over the collision
dynamics of bipolaron−bipolaron and bipolaron−polaron
pairs in systems composed of 200-site cis-polyacetylene chain.
For the electric field, turned on quasi-adiabatically, the values
used in the simulations varied from 0.1 to 1.0 mV/Å with a
increment of 0.1 mV/Å and from 1.0 to 2.5 mV/Å with a
increment of 0.5 mV/Å, whereas the on-site e−e interactions
values considered are 0.1, 0.2, 0.3, 0.4, and 0.5 eV. The nearest-
neighbor Coulomb repulsion strength was defined using the
relation V = U/2. In this context, Figure 1 presents the

schematic diagram of energy-levels for the configurations
investigated: bipolaron−bipolaron and bipolaron−polaron
pair. In Figure 1(a) we have a single polymer chain containing
a hole−bipolaron, represented by the absence of electrons in
the εL levels, which yields a +2e charge, and an electron−
bipolaron, represented by the full occupation of the εR levels
thus leading to a −2e charge. Figure 1(b), on the other hand,
represents another kind of system in which the left partially
occupied levels are characteristic of a electron−polaron,
whereas the right fully occupied levels represent a hole−
bipolaron energy levels configuration. One can see the
characteristic larger narrowing of the bipolarons energy levels
when compared to those of the polaron.
A number of simulations were performed in which we varied

not only the kind of quasi-particle collision but also the electric
field, the Hubbard interaction, and the absence or presence of
the impurity. In order to better present our results, we divided
this section into three subsections, each one dealing with some
sort of simulation, namely the colision between bipolarons in a
chain free of other defects, presented in subsection I, the
influence of impurity over the bipolarons collision, in

Figure 1. Energy-level schematic diagram of (a) hole−bipolaron (left)
and electron−bipolaron (right) and (b) electron−polaron (left) and
hole−bipolaron (right).
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subsection II, and the polaron−bipolaron collisional process is
discussed in subsection III. Also for the sake of clarity, we carry
out our analysis on the quasi particles dynamics by considering
the mean charge density ρ̅(t), derived from the charge density
ρ(t) =∑k,s′ψk,s*(n,t)ψk,s(n,t), and the mean order parameter y(̅t).
The expressions for these quantities are given by ρ̅(t) = 1 −
[ρn−1(t) + 2ρn(t) + ρn+1(t)]/4 and y(̅t) = (−1)n[yn−1(t) −
2yn(t) + yn+1(t)]/4. The goal is to provide a better visualization
of the simulations and consequently to perform a more accurate
analysis of the results.
I. Bipolaron−Bipolaron Collision on Pristine Chain.We

begin our discussion by considering the simulation concerning
the collision between two oppositely charged bipolarons in a
chain free of defect, presented in Figure 2. The upper part of
Figure 2 ((a1), (a2), and (a3)) represent the order parameter
time evolution. One can confirm this by noting the blurring of
the figure after the collision, which is a direct manifestation of
created phonons. The bottom part of the this figure, on the
other hand, presents the charge density pattern ((b1), (b2),
and (b3)) . As the color scale shows, we have a positive (red)
structure initially in site 150 and a negative (blue) particle in
the 50th site. The electric field brings the structures together
and a collision takes place at varying time, depending on the
applied field. This mechanism and the labeling notation is
repeated throughout this work for different simulations.
In the present set of simulations we consider a Hubbard

interaction of 0.1 eV and different electric fields: 1.0 mV/Å
((a1) and (b1)), 2.0 mV/Å in ((a2) and (b2)) and 2.5 mV/Å
in ((a3) and (b3)). The bipolaron dynamics before the
collision processes is quite similar to the polaron motion
described by Stafström.25 The first interesting feature noted by
an overall view of Figure 2 is the fact that, for these regimes, the
bipolarons always passes through each other after the collision.
This behavior is not observed when a collisional process of a
polaron-pair are taken into account, for in those systems the
polaron-pair is annihilated for electric fields greater than 1.2
mV/Å.12 We can note that the least energetic situations of
Figure 2(a1) and Figure 2(b1) correspond to a scattering
process. It is important to comment on, however, the difference
between the emerging structures after the collision. It is noted,
in Figure 2(b1), that the negatively charged excitation has a

greater mobility than the positive one. This feature is to be
further exploited, and can be more clearly understood in terms
of a occupation number analysis, to be addressed shortly in this
subsection. Another characteristic of the simulation performed
in this case, that justifies this interesting and unexpected
behavior, is the fact that a small value of impurity (−0.02 eV)
was used in 150th site to facilitate the composition of a
oppositely charged bipolaron system. The impurity causes a
small difference between the charge coupled to the bipolaron
lattice defects, decreasing the charge concentration in the
electron−bipolaron deformation. As a result, this reduction
makes the structure to be faster. It should be noted that, even
thought the presence of this impurity was only meant to
generate the initial negative bipolaron solution, its effect lingers
throughout the whole simulation. As a consequence we obtain a
positive bipolaron with a slightly lower absolute charge than the
corresponding negative one. The fact that these bipolarons are
not identical reflects on the difference on the dynamical
behavior of the structures. Particularly after the collision, when
the presence of the phonon modes helps enhancing the
difference on the structure trajectories, one can see that their
paths are not perfectly mirrored. Also, depending on the
applied electric field, more than one collision is necessary to
accomplish this dynamics (Figure 2(b2) and Figure 2(b3)). In
fact, a greater level of bipolarons interaction is perceived in
these cases in which the electric field and the Hubbard
interaction level are sufficiently large to partially overcome the
large particles inertia, creating a transition structure that is
momentarily self-trapped around 100th site for about 200 fs in
the case of the simulation with 2.0 mV/Å and about 100 fs for
2.5 mV/Å. Thus, we believe that after the conditions for
creating this transition structure is achieved (which was not the
case only for 1.0 mV/Å of Figure 2(a1) and Figure 2(b1)), the
electric field tends to destabilize such structure, and to direct
the system to the final state of one bipolaron passing through
each other. The obtained result show that, although of similar
nature, the simulation in Figure 2(a2) and Figure 2(a3) possess
as products different structures: whereas in the former case,
both original structures are present, in the latter, only the
electron−bipolaron remains stable.

Figure 2. Bipolarons collision on a pristine chain for U = 0.1 eV. Order parameter (a) and charge density (b) time evolution. (a1−b1) 1.0 mV/Å,
(a2−b2) 2.0 mV/Å, and (a3−b3) 2.5 mV/Å.
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Although we have just found a regime in which the quasi-
particles destabilization is achieved, it is important to stress the
great level of stability presented by the bipolaron themselves.
Figure 3 presents the bipolarons energy levels time evolution
for the cases presented in Figure 2. Although one can again
note the oscillation pattern associated with the phonons after
the collision, the presence of the states deep inside the energy
gap is representative of the bipolaron integrity in Figure 2(a)
and Figure 2(b). The disappearing of the structure in Figure
2(a3), corresponding to the blurring of Figure 2(b3) is an
indication of the destabilization of the hole-bipolaron through
the charge spread at the end of the simulation. The same
feature can be exactly inferred by analyzing the red energy
levels that returns to the valence and conduction band in Figure
3(c), thus conducting to the vanishing of the bipolaron. It is
important to remark that previous similar theoretical work
performed on polarons have not yielded equivalent results in
terms of the consistency of the quasi-particle, in the sense that
polarons could not survive collisions such as those
implemented in Figure 2(b).12 These considerations are
consistent with the well-known fact that bipolarons are much
more stable quasi-particles than polarons in conducting
polymers.
Figure 4 presents the time evolution of the occupation

numbers also for the cases presented in Figures 2 and 3. The
fast and periodic exchange of levels between the electrons of
levels εL

1 and εR
1 and between εL

2 and εR
2 is noted and might be

considered to be an indication of the creation of different quasi-
particles. However, these oscillations do not give rise to an
amount of shift in the energy levels of sufficient magnitude to
define an independent particle. The partial transference of
electrons is noted by the fractional numbers achieved in the
final states, which is a measure of the interference among each
bipolarons electronic states. The exception stands for Figure

4(a), in which the structures pass through each other directly.
The occupation numbers of Figure 4(a), suggest that both
bipolarons remain stable after the collision. Even in this case,
the oscillation pattern of these structures is a mere reflex of the
phonons interaction that does not lead to the creation of a
different particle. This conclusion is obtained through the
analysis of a single electron occupying the lower levels inside
the gap and some quantity near 1.5 electrons populating the
levels deeper inside the gap. The difference on the kinematic
behavior of the blue and red excitations in Figure 2 should be
addressed for the difference in nature of these emerging quasi-
particles. Concerning Figure 4(b,c), it is particularly interesting
to observe the time length difference on the oscillating pattern
of electrons level population, which is consistent to the lifetime
of the transition structure previously mentioned. Although of
similar nature, the results obtained in Figure 4(b,c) allow us to
conclude that in the latter case, the creation of a neutral
excitation derived from the bipolarons collision is fully
accomplished.
It is important to mitigate the possible misleading feature

that the scattering of bipolarons would always take place in this
kind of simulation. Figure 5 presents the situation where simple
scattering does not arise from bipolarons interaction. We
considered an electric field and a Hubbard interaction of 0.5
mV/Å and 0.2 eV in Figure 5(a) and of 2.5 mV/Å and 0.4 eV,
in Figure 5(b) respectively. The mechanics of the collision is
the same as in the other simulations. In this case, however, the
bipolarons are not suitably scattered. In Figure 5(a), the electric
field is way too small to provide an effective collision in terms
of bipolarons transference. We thus observe an approximately
elastic collision between the bipolarons. In Figure 5(b), on the
other hand, the collision gives rise to a neutral excitation,
instead of the conventional scattering. Thus, instead of a typical
collision as those proposed in Figure 2, we have the formation

Figure 3. Energy levels time evolution for the bipolarons collision in a pristine chain for the cases showed in (a) Figure 2(a), (b) Figure 2(b), and
(c) Figure 2(c).

Figure 4. Occupation number time evolution for the bipolarons collision in a pristine chain for the cases showed in (a) Figure 2(a), (b) Figure 2(b),
and (c) Figure 2(c).
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of a different neutral structure, henceforward denominated
biexciton.18 This can be confirmed due to the fact that the
resulting structure is not carried by the external electric field
after the collision. We thus conclude that the Hubbard
interactions and electric field regimes are of particular
importance when considering each kind of particles interaction.
It is important to observe that, for U > 0.4 eV, the mechanism
of bipolarons recombination dominates, as described by Sun
and Stafström,26 where the mixed start of bipolarons and
excitons does not occur. Thus, in order to create a given type of
structure out of a collisional process, several parameters must
be carefully observed.
We finish the discussion of this subsection by presenting a

schematic diagram for the energy levels that represents the
products of the collisional process between the bipolaron-pair.
Figure 6(a) represents the product formed by the scattering of
the oppositely charged bipolarons, where two bipolaron-
excitons are created. Figure 6(b) shows a case where only an
excited bipolaron remains in the lattice. Due to the annihilation
of one bipolaron, only two energy levels are present inside the
bandgap. Finally, Figure 6(c) shows the energy level
configuration when both charged bipolarons are annihilated
(forming a neutral biexciton), for example, for a electric field of
2.5 mV/Å and U = 0.4 eV (case showed in Figure 5(b)). This
conclusions are obtained through an analysis of the occupation
numbers time evolution. It is important to remark that what at
first sight might appear to be the scheme of ground state
systems, as might be the case of (b) and (c) systems, is, in fact,
a representation of the different excited states that the system
might reach after the collision. Although the electronic
occupation is that of a fundamental state, we should remember
that our nonlinear excitations arise from the coupling between
the electronic charge and the lattice distortion, and not solely
from the former. Thus, it is clear that, after the bipolarons
collision, different excited states take place, as could be
observed in Figure 2, for instance, that represent charge
density and order parameter time evolution. As the parameters

used in all simulations discussed above are noted to
dramatically change the dynamical behavior of the system, it
is desired to know whether other properties such as the
structural characteristic of the chain also affects the obtained
results. In the next subsection we specifically deal with the role
played by an impurity over the collision mechanism and the
resulting structures.

II. Bipolaron−Bipolaron Collision: Impurity Effects.
The first set of results presented in this subsection regards the
same kind of simulation as in Figure 2, but this time with an
impurity of 0.2 eV placed at the 100th site. The goal is to
investigate the influence this structure has over the system. In
Figure 7(a1), (a2), and (a3) we considered electric field values
of 1.0, 1.5, and 2.5 mV/Å, and Hubbard interactions of 0.1, 0.2,
and 0.3 eV, respectively. We can see in Figure 7(a1) and (b1)
that the bipolarons passes through each other when subjected
to an electric field of 1 mV/Å. This results in a decrease of the
critical field for transferring the bipolarons: from the 2.0 mV/Å
condition on the pristine chain case to the presently discussed
situation. In Figure 7(a2) and (b2), we note that, as we increase
the electric field and the Hubbard interaction, the collision
tends to favor the creation of a mixed state between bipolarons
and excitons, through a mechanism similar to that of a
transition structure discussed in the previous subsection.
Nevertheless, in this case, we can already note that the
emerging structure already has the exciton nature in its absence
of net charge. This feature is clear in Figure 7(a2), where the
order parameter path is shown to be static, in spite of the
applied electric field. If we focus in Figure 7(a3) and (b3), we
can note that a structure of the Figure 7(a3) with zero net
charge (Figure 7(b3)) is present in the chain after the collision,
but in this case, we observe the complete vanishing of the
positively charged bipolaron and a much more stabilized
localized bipolaron exciton state around site 65. Overall, if these
results are compared to those of Figure 2, we can see that the
impurity has acted in the sense of decreasing the necessary
electric field to observe a proper bipolaron-exciton creation,
and also led to a proper creation instead of a simple scattering
of bipolarons.
Concerning the stability of the quasi-particles throughout the

process, we can analyze Figure 8 in which a time evolution of

Figure 5. Order parameter time evolution in the cases: (a) Elastic
collision between bipolarons for 0.5 mv/Å and U = 0.2 eV and (b)
biexciton formation for 2.5 mV/Å and U = 0.4 eV.

Figure 6. Possible results due to the collisional process of oppositely
charged bipolarons. The conduction and valence bands are
represented by (CB) and (VB) respectively.
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the energy levels is presented. The systematic pattern of the red
energy levels approaching the conduction and valence bands
with the increasing of the electric field is a notorious signature
of the disappearing of a bipolaron in the collisional process of
excitons formation. So is the presence, albeit oscillating
according to the phonon modes, of the blue levels
corresponding to the other particle. Unlike Figure 8(a), Figure
8(b) and (c) shows that the mean value of the oscillating levels
is importantly increased in relation to the initial value. The
conclusion is that, indeed, a new particle is created out from the
collision process. This conclusion is confirmed by the

occupation number analysis, presented in Figure 9. The
hopping between levels is diminished as the electric field is
increased, due to the fact that the exciton creation is favored in
these regimes. Naturally, the exchange between electrons of
each bipolaron levels tends to cease when these structures are
no longer available for conduction, which is definitely the case
of Figure 9(c), partially for Figure 9(b) and not quite for Figure
9(a). Since the yield of exciton creation particularly depends on
this oscillation frequency and of the final occupation pattern,
we have found regimes in which this efficiency of creation is

Figure 7. Bipolarons collision on an impurity (0.2 eV) doped chain. Order parameter (a) and charge density (b) time evolution. (a1−b1) 1.0 mV/Å
and U = 0.1 eV; (a2−b2) 1.5 mV/Å and U = 0.2 eV; (a3−b3) 2.5 mV/Å and U = 0.3 eV.

Figure 8. Energy level time evolution for the bipolarons collision in an impurity doped chain for the cases showed in (a) Figure 7(a), (b) Figure
7(b), and (c) Figure 7(c).

Figure 9. Occupation number time evolution for the bipolarons collision in an impurity doped chain for the cases showed in (a) Figure 7(a), (b)
Figure 7(b), and (c) Figure 7(c).
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higher (such as in Figure 9(c)) and others in which the
efficiency is lower (such as Figure 9(a)).
At this point we should again remark that the dynamical

behavior observed in Figure 2 depend intrinsically on the
electric field and Hubbard parameter used in the simulations.
For instance, if we use 0.5 mV/Å for the electric field and a
Hubbard interaction of 0.1 eV, we reach a situation in which a
bipolaron is not able to pass through each other. Figure 10 is

meant to discuss this possibility. In Figure 10(a) we have the
charge density order parameter for the case being, whereas
Figure 10(b) presents the time evolution for the energy levels.
We can see what appears to be a quasi-elastic collision between
the particle and the impurity. It results in the formation of a
chargeless structure of the bipolaron-exciton type. The energy
levels confirm this discussion through the positioning change of
the particle levels inside the gap. The similarity between the
results discussed for the previous case (Figure 10) to those
presented in Figure 5(a) provides us with a tool to perform a
fair comparison on the effects of impurity over the efficiency of
the exciton creation. In order to do so, Figure 11 compares the
results on occupation numbers for these situations with (Figure
11(a)) and without (Figure 11(b)) impurity on the chain. Since
in both cases the bipolarons could not pass through each other,
and the product is found to be of the same kind, an efficiency
analysis is rather straightforward. Figure 11(a) (top) represents
the occupation number analysis for the simulation in which an
impurity is present in the polymer chain, whereas Figure 11(b)
(bottom) is the equivalent simulation for the pristine chain.
The periodic hopping of electrons between the levels is
observed to be much more intense in the latter case, thus
corresponding to a lower yield on the exciton efficiency. As a
conclusion we have that, besides decreasing the electric field for
exciton formation, another important effect impurity has over
the system is to increase the efficiency of the creation these
structures.
The schematic diagram for the energy levels that represents

the products of the collisional process between the bipolaron-
pair, in a impurity doped chain, is similar to the configurations
described in Figure 6. Since the impurity endowed systems are

found to be superior in every studied sense as far as the excitons
study is concerned, we decided to discuss, in the last
subsection, the collisional process between different types of
quasi-particles, namely, polarons and bipolarons, solely
considering the situation of polymer chains in the presence
of impurities. The energy levels for this system configuration is
represented in Figure 1(b). The products, considering the
bipolaron−polaron pair collision for pristine systems, are
expected to be qualitatively the same as reported in the
literature,19 when the same Hubbard and electric field
parameters were applied.

III. Polaron−Bipolaron Collision. In this last subsection
we discuss the results concerning the collision between a
polaron and a bipolaron in an 0.2 eV impurity endowed chain.
In this set of simulations we consider the collision between a
electron−polaron and a hole−bipolaron. The Hubbard
interaction was fixed to be 0.2 eV. Up to this point, we could
observe a great deal of symmetry on the behavior of the charge
carrier as a consequence of the symmetry of the used
Hamiltonian. Figure 12, however, presents a very different
picture. One can readily note the difference in the response
between the polaron movement and that of the bipolaron. The
reasoning should be obvious if we consider the difference
between the masses and charges of these quasi-particles. Figure
12(a1) and Figure 12(b1) correspond to an applied field of 0.5
mV/Å. After around 450 fs, we can not observe, in Figure
12(a1), more than a single lattice distortion corresponding to a
neutral complex system in Figure 12(b1). As a matter of fact,
what happens is that in this regime, the structures become
trapped by the impurity. Thus, in this case, instead of
promoting the exciton creation, contributing to a system with
better charge mobility, what happens is that the charge carriers
loses their ability to follow the applied electric field,
consequently yielding a system with low overall charge
mobility. If we increase the electric field to the value of 1.0
mV/Å, the situation presented in Figure 12(a2) and (b2), the
polaron is able to escape from the impurity potential and passes

Figure 10. Bipolarons elastic collision with an impurity for 0.5 mV/Å
and U = 0.1 eV: (a) charge density time evolution and (b) energy
levels time evolution.

Figure 11. Bipolaron−exciton creation comparison: (a) in impurity
doped chain for the case showed in Figure 10(a) (0.5 mV/Å and U =
0.1 eV) and (b) in a pristine chain for the case discussed in the
previous subsection (Figure 5(a)) (0.5 mV/Å and U = 0.2 eV) .
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through the bipolaron, which remains trapped. We can see that,
even in this case, both structures remain stable both in their
order parameter and in their charge density profile. A further
increase on the electric field to the value of 2.0 mV/Å (Figure
12(c1) and (c2)) gives rise not only to the bipolaron release
from the impurity, but also to the annihilation of the polaron, a
feature that can be noted both in the order parameter and the
charge density time evolution. This fact finds complete support
to the already mentioned property of bipolarons being more
stable structures than polarons.

Again, this analysis on the loss of stability and the kind of
quasi-particle present in the system is better accomplished by
studying the time evolutions of the energy levels, which is
accomplished in Figure 13. The polaron levels are represented
by the red lines and those of the bipolarons, by the blue lines.
The aforementioned loss of stability of the polaron is observed
by the reaching of the red levels in Figure 13(c) to the valence
and conduction bands. This same reasoning can be obtained by
studying the occupation number evolution in Figure 14. One
can note in Figure 14(c) the vanishing of a polaron by the
emptying of the electron in the εR

2 state. In this case, the

Figure 12. Polaron−bipolaron collision on an impurity doped chain for U = 0.2 eV. (a) Order parameter and (b) charge density time evolution.
(a1−b1) 0.5 mV/Å, (a2−b2) 1.0 mV/Å, and (a3−b3) 2.0 mV/Å.

Figure 13. Energy level time evolution for the bipolaron−polaron collision in an impurity doped chain for the cases showed in (a) Figure 12(a), (b)
Figure 12(b), and (c) Figure 12(c).

Figure 14. Occupation number time evolution for the bipolaron−polaron collision in an impurity doped chain for the cases showed in (a) Figure
12(a), (b) Figure 12(b), and (c) Figure 12(c).
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electron leaves the state inside the gap reaching the lowest
unoccupied molecular orbital (LUMO), which characterizes the
quasi-particle destabilization. One can observe that in Figure
13(a) and Figure 13(b), both structures are present throughout
the simulation.
An interesting feature worth to discuss in the present paper is

the role played by phonons in the dissociation of polarons.
Figure 12 taught us that the collision carried out at such an
energetic situation as a 2.0 mV/Å would lead to the polaron
destruction, whereas at 1.0 mV/Å, the structure maintained its
integrity. We chose to present in Figure 15 an intermediate

field value of 1.5 mV/Å to investigate the effect of the collision
itself on the stability of the carrier, for U = 0.2 eV. It is clear
from Figure 15(a) that, in this case there are two successive
collisions between the polaron and the bipolaron. It is
important to note that the two collisions take place due to
the periodic boundary conditions imposed to our polymer
chains. By the blurring of the blue structure, one can see the
relative spreading of the polaron charge after the first collision.
However, the structure arises from this collision with its
collective behavior unaffected. Indeed, a quick glimpse onto
Figure 15(b) assures that between the two collisions, the
polaron state can still be recognized. After the second collision,
however, the spreading of the polaron charge is completed, as
can be seen in the charge density profile of Figure 15(a) and
confirmed by the returning of the polaron levels to the highest

occupied molecular orbital (HOMO) and LUMO, in Figure
15(b). We conclude that the interaction with the lattice
phonons created from both collisions add up to help destabilize
the polaron. Another property that matches with the previous
results is the integrity of the bipolaron, which remains trapped
to the impurity since the first collision. All these features can be
summarized by studying the occupation numbers evolution in
Figure 15(c). We can recognize the disturbance of the εR

2 after
200 fs, when the first collision takes place, and the complete
evacuation of this level after the second collision, which
characterizes the polaron destruction, through the lattice
vibration.
We finish our discussion by presenting a schematic diagram

for the energy levels that represents the products of the
collisional process between the bipolaron−polaron pair. Figure
16(a) represents the energy levels configuration of the

bipolaron−polaron pair when both quasi-particles keeps the
integrity. This configuration represents the cases showed in
Figure 12(a) and Figure 12(b). Figure 16(b) shows a case
where only a hole−bipolaron remains in the lattice. Due to the
annihilation of the electron−polaron, only two energy levels
(that represents a hole−bipolaron configuration) are present
inside the bandgap. Such energy levels configuration represent
the cases discussed in Figure 12(c) and Figure 15.

■ CONCLUSIONS
In summary, we developed a modified version of the SSH
model to include an external electric field, the Brazovskii−
Kirova symmetry breaking term, on-site and nearest-neighbor
Coulomb interactions, and impurities in order to investigate the
effects of these properties over the collision process of
oppositely charged bipolarons and bipolaron−polaron pairs in
cis-symmetry conducting polymers chains. Using a nonadiabatic
evolution method, within a one-dimensional tight-binding
model, the critical electric field regimes for formation of a
mixed state compose by bipolarons and excitons was presented.
The influence of electron−electron interactions on the
products formed after the bipolaron−bipolaron and bipolar-
on−polaron collision was also discussed. Furthermore, it is
found that the electron−electron interactions plays an
important role on the yield of excitations after the scattering
between the charge carriers in both configurations. The charge
coupling to the lattice deformation after the scattering is
sensitive to on-site an nearest-neighbor Coulomb interaction in
the sense that, for higher values of U, less charge remains

Figure 15. Multiple collisions between the bipolaron−polaron pair for
1.5 mV/Å and U = 0.2 eV. (a) charge density, (b) energy levels, and
(c) occupation number time evolution.

Figure 16. Possible results due to the collisional process of a
bipolaron−polaron pair. The conduction and valence band are
represented by (CB) and (VB) respectively.
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coupled to the mixed state composed by bipolarons and
excitons and the bipolaron−polaron pair. When impurity effects
are taken into account, the maximum critical electric field for
the formation of states composed of bipolarons and excitons
increases compared to a system without impurity effects. Also,
the results indicate that the presence of impurities in a
conjugated polymer lattice, for all electric fields regimes,
improves the excitation yield and favors the bipolaron-exciton
formation. This fact may provide guidance for improving the
electroluminescence yields in PLEDs.
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ABSTRACT: Using a modified version of the Su−Schrieffer−
Heeger (SSH) model combined with the extended Hubbard
model (EHB), the recombination between a singlet exciton
pair is investigated under the influence of an external electric
field, electron−electron interactions, and temperature effects in
the scope of a nonadiabatic evolution method. The excitons
are positioned very close to each other in a way to mimic a
high-density region in monomolecular conjugated polymer
systems. Results show that there are mainly three possible
channels resulting from singlet−singlet exciton recombination:
(1) forming an excited negative polaron and an excited
positive bipolaron, (2) forming two free and excited oppositely
charged polarons, and (3) forming a biexciton. These results
suggest that the recombination processes critically depends on the condition imposed to the system. The description of this
dependence, as carried out in the present work, may provide guidance to improve the generation of free charge carriers in organic
optoelectronic devices.

■ INTRODUCTION

Conjugated polymers have attracted considerable interest
because the discovery of electroluminescence properties on
phenyl-based organic semiconductors in the 90s. Their
optoelectronic features combined with processing advantages,
mechanical properties, and low cost make them attractive
materials for the electronics industry to provide a promising
new display technology. There are several potential applications
such as organic photovoltaics devices (OPVs)1−3 and polymer
light emitting diodes (PLEDs).4−6 In contrast to the conven-
tional inorganic conductors, the fact that conjugated polymers
are quasi-one-dimensional materials leads to the novel property
of its lattice structure being easily distorted to form self-trapped
elementary excitations. This can be accomplished either by
charge injections or by a photoexcitation mechanism and
results in the induction of self-localized electron states, such as
an exciton.7,8 In conjugate polymers, an exciton is a bound
electron−hole pair state formed due to the strong electron−
lattice interactions.9 It is well-known that a large number of
excitons are accumulated in working OPVs (forming a high-
density excitons region) and have a significant probability of
interacting and recombining. Also, the recombination of the
excitons can occurs with other particles, for example, polarons
and bipolarons.10−12

Among these excitations, the polaron and bipolaron acts on
the system as charge carriers, whereas singlet exciton, the
excited polaron, and biexciton are light emissive species.13−15 It
is suggested that the singlet−singlet exciton recombination
possibly forms the above-mentioned particles and affects

dramatically the working characteristics of OPVs. Although
some possible mechanisms for recombination processes
between excitons and charge carriers that considered
electron−electron interactions and an external electric field
have been proposed, no detailed theoretical investigations of
how two singlet excitons recombine, when these effects are
taken into account, have been reported. Furthermore, it has
been generally accepted that temperature effects are one of
fundamental importance on monomolecular recombination of
mixed states composed of polarons and excitons.16,17 Thus, the
singlet−singlet exciton recombination in the presence of
thermal effects is believed to be essential for OPVs devices.
Understanding how the aforementioned effects acts on the
monolayer exciton recombination process, which leads to free
charge carriers generation, is crucial for the design of more
efficient devices and requires a deeper phenomenological
description.
In this paper, a systematic numerical investigation consider-

ing the influence of an external electric field, Coulomb
interactions, and temperature effects on the singlet−singlet
exciton recombination process is performed in a monolayer
conjugated polymer system in terms of a nonadiabatic
evolution method. The exciton pair recombination is
investigated by considering a region in the conjugated polymer
lattice with high-density of excitons. To mimic the high-density
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region, the excitons are positioned very close to each other. An
Ehrenfest molecular dynamics is performed by using a one-
dimensional tight-binding model including lattice relaxation.
Combined with the EHM, an extended version of the SSH
model is used to include external electric fields and
Brazoviskii−Kirova symmetry breaking terms. Temperature
effects are included by means of a canonical Langevin equation.
The aim of this work is to give a physical picture of the
products and their yields due to the recombination of a
singlet−exciton pair in conjugated polymers, when electron−
electron interactions, external electric field, and temperature
effects are taken into account. The understanding of these
important processes may provide guidance for improving the
efficiency of free charge carriers generation in organic
optoelectronic deveices.

■ MODEL AND METHOD
A conjugated polymer chain is used to study the influence
temeperature effects on the generation os excited states. The
Hamiltonian of the model is given by H = Helec + Hlatt +
He−e.

18,19 The first term in eq 1 is the electronic part of the
Hamiltonian modified to include an external electric field and
the Brazovskii−Kirova symmetry-breaking and has the
following form:

∑= − ++ +
†H t C C( hc)

n s
n n n s n selec

,
, 1 1, ,

(1)

were n indexes the sites of the chain. The operator Cn,s
† (Cn,s)

creates (annihilates) a π-electron state at the nth site with spin
s; K is the harmonic constant that describes a σ bond and M is
the mass of a CH group. The parameter yn is defined as yn ≡
un+1 − un where un is the lattice displacement of an atom at the
nth site. pn is the conjugated momentum to un and tn,n+1 is the
hopping integral,20 given by tn,n+1 = e−iγAt[(1 + (−1)nδ0)t0 −
αyn], where t0 is the hopping integral of a π-electron between
nearest neighbor sites in the undimerized chain, α is the
electron−phonon coupling, and δ0 is the Brazovskii−Kirova
symmetry-breaking term, which is used to take the cis-
symmetry of the polymer into account. γ ≡ ea/(ℏc), with e
being the absolute value of the electronic charge, a the lattice
constant, and c the speed of light. The relation between the
time-dependent vector potential A and the uniform electric
field E is given by E = −(1/c)Ȧ.15 The second term in eq 1 is
the Hamiltonian of the lattice backbone, which is treated
classically:
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where K is the harmonic constant that describes a σ bond and
M is the mass of a CH group. The parameter yn is defined as yn
= un+1 − un and pn is the momentum conjugated to un.
The last contribution denotes e−e interactions and can be

written as
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where U and V are the on-site and nearest-neighbor Coulomb
repulsion strengths, respectively, and ni = Ci,↑

† Ci,↑ + Ci,↓
† Ci,↓.

21 It
should be noted that the inclusion of the additional constant

factors (related to the conventional description of the Hubbard
model) is necessary to maintain the electron hole symmetry of
the Hamiltonian. Several theoretical and experimental results
have demonstrated that the primary excitation is the exciton,
and electron−electron interactions are dominant over
electron−lattice interactions in luminescent polymers.22−27

Some theoretical studies that have considered the electron−
lattice interactions also show that introduction of the lattice
relaxation effect would not lead to an increase in binding energy
of the exciton.28,29 These facts enable us to handle electron−
electron interactions in long chains and arrive at an
understanding of electronic states in luminescent polymers
without loss of essential physics. The parameters used here are
t0 = 2.5 eV, M = 1349.14 eV × fs2/Å2, K = 21 eV Å−2, δ0 = 0.05,
α = 4.1 eV Å−1, a = 1.22 Å, and a bare optical phonon energy
ℏωQ = ℏ(4K/M)(1/2) = 0.16 eV. These values have been used in
previous simulations and are expected to be valid for
conjugated polymers in general.30−36

To solve these equations numerically, first a stationary state
that is self-consistent with all degrees of freedom of the system
(the lattice plus electrons) is obtained. We begin by
constructing the Hamiltonian from an arbitrary {yn} set of
positions. By solving the time dependent Scrhödinger equation,
we obtain a new set of coordinates {yn′}. Iterative repetitions of
this procedure yields a self-consistent initial state when {yn} is
close enough to the solution. The equation of motion that
describes the site displacement and provides the temporal
evolution of the lattice is obtained by a classical approach. The
nuclear dynamics is made with the Euler−Lagrange equations

∂⟨ ⟩
∂ ̇

− ∂⟨ ⟩
∂

=
⎛
⎝⎜

⎞
⎠⎟t

L
u

L
u

d
d

0
n n (4)

where ⟨L⟩ = ⟨T⟩ − ⟨V⟩. Equation 4 leads to an Newtonian
equation Mün = Fn(t). Thus,

α

= ̈ = − − −

+ − + −
+ −

+ − + −

F t Mu K u t u t u t

B B B B

( ) [2 ( ) ( ) ( )]
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where Fn(t) represents the force on the nth site.37 Here, Bn,n′ =
∑k,s′ ψk,s*(n,t) ψk,s(n′,t) is the term that couples the electronic and
lattice solutions. The primed summation represents a sum over
the occupied states.
The total time dependent wave function was constructed by

means of a combination of instantaneous eigenstates of the
electronic Hamiltonian. The solutions of the time-dependent
Scrhödinger equation can be put in the form

∑ ∑ψ φ ψ

φ

= *

× ε

+

− Δ ℏ

n t m t m t

n t

( , ) [ ( , ) ( , )]

e ( , )

k s j
l m

l s j k s j

t
l s j

, 1 , ,

( i / )
,

l
(6)

{ϕl(n)} and {εl} are the eigenfunctions and the eigenvalues of
the electronic part for the Hamiltonian at a given time tj.

38

Equation 5, which governs the evolution of system, may be
numerically integrated using the method un(tj+1) = un(tj) +
u ̇n(tj)Δt and u ̇n(tj+1) = uṅ(tj) + (Fn(tj)/M)Δt. Hence, the
electronic wave functions and the lattice displacements at the (j
+ 1)th time step are obtained from the jth time step. At time tj
the wave functions {ψk,s(i,tj)} can be expressed as a series
expansion of the eigenfunctions {ϕl,s} at that moment: ψk,s(i,tj)
= ∑l=l

N Cl,k
S ϕl,s(i), where Cl,k

S are the expansion coefficients. The
occupation number for eigenstate ϕl,s is ηl,s(tj) = ∑k′|Cl,k

S (tj)|
2.
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ηl,s(tj) contains information concerning the redistribution of
electrons among the energy levels.39,40 Because our model
assumes a classical treatment for the lattice, it is possible to use
the Langevin approach to consider the thermal effects. It is
settled a white stochastic signal ζ(t) as the fluctuation term, i.e.,
a signal with the following properties: ⟨ζ(t) ≡ 0⟩ and ⟨ζ(t)
ζ(t′) = Λδ(t−t′)⟩. A Stokes-like dissipation term is also
included in this formalism. Therefore, eq 5 is modified to Mu ̈ =
−γu ̇ + ζ(t) + Fn(t). The relationship between ζ, γ, and the
temperature T is given the fluctuation−dissipation theorem, Λ
= 2kBTγM. It is important advise that this approach of
considering thermal effects in conjugated polymers has ben
used before in the literature and has good track re-
cord.16,17,41−45

■ RESULTS AND DISCUSSION
A systematic numerical investigation considering the influence
of external electric field, Coulomb interactions, and temper-
ature effects over the singlet−singlet exciton recombination
dynamics is performed in systems composed of 200-site cis-
polyacetylene with periodic boundary conditions. For the
electric field, turned on quasi-adiabatically until 50 fs,41 the
values used in the simulations varied from 0.5 to 2.5 mV/Å with
an increment of 0.5 mV/Å, whereas the on-site electron−
electron interactions values considered are 0.1, 0.2, 0.3, 0.4, and
0.5 eV. The nearest-neighbor Coulomb repulsion strength was
defined using the relation V = U/2. As already mentioned, the
temperature is introduced by means of a Langevin equation to
simulate the sites random motion. Thus, the measure of
temperature is obtained through the classical equivalence kBT =
Mu̇n

2. It is important to note, however, that special care must be
taken on relating a given temperature value to a simulation at
different times because the process of thermalization is not
carried out instantaneously. In a previous work it was shown
that the higher the desired temperature, the more time it takes
for the system to relax into this regime.41 Because one of the
objectives is to perform a qualitative investigation on the
temperature influence over the exciton pair recombination, we
used 1000 fs for the time of simulation to carry out the analysis

and guarantee that the lattice reaches up all the simulated
temperature regimes.
Furthermore, the analysis of the quasi-particles dynamics is

performed by considering the mean charge density ρ̅n(t),
derived from the charge density ρn(t) = ∑k,s′ ψk,s*(n,t) ψk,s(n,t),
and the mean order parameter yn̅(t). The expressions for these
quantities are given by ρ̅(t) = 1 − [ρn−1(t) + 2ρn(t) + ρn+1(t)]/
4 and y(̅t) = (−1)n[yn−1(t) + 2yn(t) + yn+1(t)]/4. The goal is to
provide a better visualization of the simulations and
consequently to perform a more accurate analysis of the results.
In this context, Figure 1 depicts the dynamical process of free

charge carrier generation via singlet−singlet exciton recombi-
nation. The first channel reported here for the recombination
mechanism is showed through the order parameter in Figure 1a
and through the charge density time evolution in Figure 1b. For
this case, the electric field strength and Coulomb interactions
considered are 1.5 mV/Å and 0.3 eV, respectively, in the
absence of temperature effects. Initially, the excitons are
positioned very close to each other in a way to mimic a high-
density region, as can be seen in the bond-length time evolution
shown in Figure 1a. In conjugated polymers, the clearest
difference between the triplet and singlet excitons is that the
triplet states are more localized than singlet ones. In addition,
the distortion at the center of the singlet state is shallower than
the triplet state, and the dimerization pattern is also different
between them.46 A singlet exciton (SE) causes a distortion in
the lattice of approximately 40 sites around its center.
Considering this fact, to mimic a high-density region, the
exciton pair is positioned within 70 sites of the lattice. The
presence of such close pair of singlet excitons causes a
considerable overlap of their wave functions. The above-
mentioned differences between singlet and triplet states
indicate that the exciton pair recombination process of
singlet−singlet or triplet−triplet states may occurs generating
different products and yields, even when bimolecular systems
are taken into account.42 Figure 1a shows that for the first 50 fs,
the excitons remain very close to each other, which is an
indication of a small interaction between them, consequence of
the electron−electron interactions considered. From that

Figure 1. (a) Bond-length time evolution and (b) charge density time evolution for the channel 1 where E = 1.5 mV/Å, U = 0.3 eV, and T = 0 K. (c)
Bond-length time evolution and (d) charge density time evolution for the channel 2 using E = 1.5 mV/Å, U = 0.2 eV, and T = 150 K.
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instant on, the electric field strength becomes considerable and
the interaction between the electrons and holes of both
excitons is increased, which is easily verified by noting the
spacing among the exciton at around 300 fs and the phonons
produced through the lattice. These phonons are the direct
manifestation of the excitons interaction causing the diffusive
pattern presented by Figure 1a. These facts suggest that the
electric field is fundamental to increase the interaction between
the excitons toward the production of new species. Another
important characteristic to observe is that the electric field plays
the role of concentrating charge in the quasi-particles lattice
distortion. Figure 1b presents the charge density time
evolution. It is possible to note that before approximately 50
fs, when the electric field regime is too small, there is almost no
charge concentration in the system. Immediately after this
moment, a negative (blue) and a positive (red) concentration
of charge arise in the chain as a consequence of a higher electric
field action, in this case, 1.5 mV/Å. After a small transient time
for the electric field response, the generated free charge carriers
begin to move toward one another due to the opposite charges
they possess. Before the collision between the charge carriers,
two excited polarons (polaron-excitons) emerge from the
exciton recombination process and their dynamics occurs as
described by Stafström and co-workers.33,34 At approximately
580 fs, when the collision takes place, one can see a transition
structure that is momentarily self-trapped around the 100th site
for about 200 fs. Thus, after the conditions for creating this
transition structure is achieved, the electric field tends to
destabilize such structure and to direct the system to the final
state composed of a bipolaron-exciton with positive charge and
a polaron-exciton that have negative charge. The polaron-
exciton passes through the bipolaron-exciton in a process that
yields the formation of a mixed state composed of charge
carriers and excitons after the scattering. Also, the interaction
between the hole-bipolaron (BP+) and the electron-polaron
(P−) increases the production of phonons after the scattering,
as showed in Figure 1a. For the simulations performed
considering the electric field effects and Coulomb interactions,
in the absence of the temperature, the results showed that for
all electric field strengths smaller than 1.5 mV/Å the exciton
recombination does not take place. In theses cases, only a
separation between the excitons can be observed, in the same
fashion as observed in Figure 1a. On the other hand, for electric
field regimes greater than this critical value, the same products
shown in Figure 1b are formed. A further increase in the
electric field strength leads to a yield gain in the bipolaron and
polaron formation, due to the fact that a larger electrons
fraction is transferred among the energy levels of the excitons.
This process provides, for example, a well-defined bipolaron
with a faster response to the electric field action than the case
for the critical electric field showed in Figure 1a,b.
A more realistic theoretical description is obtained by

discussing the qualitative dynamical features of the recombina-
tion process between the singlet exciton pair considering the
contribution of the temperature effects to this mechanism.
Figure 1c,d depicted the second channel for the singlet−singlet
exciton recombination reported in this work. For this case, the
temperature regime is 150 K, the electric field strength is 1.5
mV/Å, and the Coulomb interaction is 0.2 eV. Figure 1c shows
that, after about 50 fs, the adding up of thermal energy begins
to become visible through the blurring of the figure. After about
90 fs, the lattice oscillations are of such amplitude that causes
the direct generation of two free oppositely charged polaron-

excitons. In this case, both particle maintain their integrity until
the end of the simulation, as can be seen in Figure 1d.
However, the disordered pattern on the order parameter,
shown in Figure 1c, indicates that a reduction of stability of the
polaron-excitons occurs caused by the large amplitude of the
lattice vibration induced by the temperature. By analyzing the
polaron-excitons trajectory in Figure 1c, one can readily note
the influence temperature has over the quasi-particles by the
damping of their movements. This behavior is attributed to the
fact that the lattice vibration disturbs the system in such a level
that the electric field is no longer able to give considerable
velocity for the free charge carriers. Also, it was observed that,
when the temperature effects are considered in the presence of
electron−electron interactions and, most important, of an
external electric field, the singlet−singlet exciton recombination
in a high-density region leads directly to the formation of
identical free charge carriers with opposite charges, i.e., an
electron-polaron (P−) and a hole-polaron (P+) for all
temperature regimes simulated. As discussed in the first
channel, for the physical picture presented in Figure 1c,d
(second channel), the electric field effects also play to role to
produce free charge carriers with better yield than neutral
excitations, although the final product is still a mixed state of
free charge carriers and neutral excitons. In summary, the
second channel depicts the most remarkable result from the
simulations reported in this paper, suggesting that there may be
an alternative route for creating an oppositely charged polaron
pair when a reasonable relation between the density of excitons,
electric field, and temperature is considered.
To elucidate the influence of the temperature and electric

field effects on the dynamical process of singlet−singlet exciton
recombination, the next natural step is the consideration of a
system in which temperature effects and Coulomb interaction
are taken into account in the absence of an external electric
field. Figure 2 presents the remaining recombination channel

reported in this work. The figure shows the bond length time
evolution for a temperature regime of 100 K and electron−
electron interactions strength of 0.2 eV. In this case, the wave
functions of the two singlet excitons start to overlap strongly
because the two excitons are positioned very close to each other
at the beginning of the simulation. The random walk dynamics
resultant from temperature fluctuations eventually causes the
pair of excitons to be again close together at about 100 fs.
Together with the temperature effects, the Coulomb interaction
of the self-trapped state helps producing a singlet biexciton

Figure 2. Bond-length order parameter time evolution that depicts the
singlet biexcitonic state formation (channel 3) for T = 100 K, U = 0.2
eV, and E = 0.
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(SBE) deformation by transferring a fraction of the two
electrons from a singlet exciton to the other one. The result of
this process can be clearly seen observing the lattice
deformation before and after the exciton pair recombination
in Figure 2. The surface shows the motion of the lattice carbon
sites resulting from the thermal oscillations that increases over
time, which indicates that the thermalization process is not
instantaneous. After 100 fs, it is possible to note that only one
quasi-particle structure, which characterizes the singlet
biexcitonnic state, remains in the lattice. This behavior was
observed for all temperature regimes simulated here. Also, by
observing the surface projection, shown at the bottom of Figure
2, one can see that the singlet biexcitonnic structure causes a
greater lattice deformation than the conventional singlet
exciton. This fact suggests that the biexciton is a more stable
structure than the singlet exciton. Indeed, theoretical
calculations have shown that the radiative decay process of a
biexciton has a large transition dipole moments (8.8 e Å), in
such a way that the biexciton state can decay into a singlet
exciton sate by emitting one photon.13 Furthermore, the
resultant singlet exciton has also a large transition dipole
momentum (5.5 e Å), which is of the same order of magnitude
as that of the biexciton and the singlet exciton decay to the
ground state emitting one photon. These results indicate that
the above-discussed mechanism of Figure 3, leading to the

biexciton formation, requires a more energetic situation than
the initial configuration with a singlet-exciton pair for
dissociating the biexciton. Also, this process limits the free
charge carrier generation mechanism only in the biexciton
dissociation at the donor−acceptor heterojunction interface,
unlike the results reported in channel 2. Thus, it is possible to
conclude that the temperature effects act on the system in a
way to decrease the free charge carrier generation when a
region with high-density of excitons is considered. On the other
hand, the results reported in channels 1 and 2 indicate that the
electric field effects are of fundamental importance and favors
the free charge carrier formation.
The yields of the mixed state composed of free charge

carriers and neutral excitations, is efficiently described by means
of the occupation number time evolution. In this context,
Figure 3 shows the schematic diagram of energy levels for a
polymer chain containing a singlet exciton pair with antiparallel
spin configuration. There are four levels inside the bandgap.
The two left levels, HOMO−1 and LUMO, represent the
electronic configuration for one of the singlet excitons present
in the lattice, in which the upper and the lower ones are
occupied by one electron with opposite spins. The right levels,

HOMO and LUMO+1, represent an alternative route to create
a singlet exciton structure, having antiparallel spin configuration
with respect to the first one. Figure 4 shows the occupation
number time evolution for channel 1 (Figure 4a), channel 2
(Figure 4b), and channel 3 (Figure 4c). In Figure 4a, after the
transient period in which the occupation number oscillates due
to the strong overlapping of singlet excitons, it is possible to

Figure 3. Illustration of the bandgap structure for a polymer chain
containing a singlet exciton pair with antiparallel spin configuration.

Figure 4. Occupation number time evolution for (a) channel 1, (b)
channel 2, and (c) channel 3.
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note a considerable degree of symmetry between HOMO−1
and HOMO and also between LUMO and LUMO+1, which is
an indication of an electron exchange between these levels. The
electron exchange after approximately 580 fs between the levels
represents the formation of a polaron-exciton structure
(electron-polaron + singlet-exciton), being represented by the
HOMO−1 level filled almost with two electrons and the
LUMO that has one entire electron together with a quite small
fraction of another electron. The bipolaron-exciton (hole-
bipolaron + singlet-exciton) has the bandgap electronic
configuration presented by the HOMO and LUMO+1 both
occupied practically with one electron.
Figure 4b shows the occupation number time evolution for

the case depicted in the channel 2, where two free polaron-
excitons with opposite charge are created. By analyzing the
occupation number itself, one can see that the final states are
not covered by integer numbers, which is evidence of partial
transfer. Moreover, in this case, the occupation numbers do not
present the oscillating pattern with high frequency as shown
Figure 4a. This fact can be attributed to the temperature
influence on the system that gives random motion to the
excitons decreasing significantly the overlap interaction
between them. The HOMO−1 and the LUMO levels represent
the negative polaron-exciton structure (electron-polaron +
singlet exciton), whereas the HOMO and the LUMO+1 levels
define the positive polaron-exciton (hole-polaron + singlet
exciton). In this channel the polaron-excitons formed can be
distinguished by observing the LUMO levels. The LUMO+1
level is occupied by a fraction of approximately 0.5 electron,
forming the hole-polaron. On the other hand, the LUMO level
is filled by 1.5 fraction of electrons, which generates the
electron-polaron. Finally, Figure 4c depicts the occupation
number time evolution for the physical picture where a
biexciton is formed. Through this figure one can see that the
final stage of the biexciton formation takes place at
approximately 200 fs. At the end of the simulation, both levels
are occupied by about half electron. Consequently, the HOMO
and LUMO levels remain inside the energy gap and are filled by
almost 1.5 electrons. Also, in this case the temperature acts on
the system in a way to decrease the electron oscillation between
the quasi-particle energy levels inside the bandgap.
The analysis of the time evolution of energy levels is

recognized as one of the most suitable tools to describe the
products generated after a recombination process between
quasi-particles in conjugated polymers.11,12,39,40 Figure 5 shows
the energy level time evolution profile of the simulations that
corresponds to the aforementioned channels: Figure 5a shows
the energy level behavior for the channel 1 (SE + SE → BP+ +
P−), Figure 5b presents the results for the channel 2 (SE + SE
→ P+ + P−), and Figure 5c for the last discussed channel (SE +
SE → SBE). Concerning these three figures, the first result to
consider is that the presence of an external electric is
responsible for causing the degeneracy break in the energy
levels inside the valence and conduction bands. This conclusion
results from the fact that this degeneracy breaking is missing in
Figure 5c, which was carried out in the absence of an external
electric field. Studying Figure 5a shows the recombination
process takes place at approximately 600 fs, forming two
different new species when the resulting phonons are associated
with the oscillation of the energy levels inside the bandgap. The
signature of the hole-bipolaron (BP+) formation is related to
the presence of states deep inside the energy gap (blue lines)
that represents its integrity. The red levels, which remain

consistently inside the bandgap, represent the electron-polaron
(P−) formation and are closer of the valence and conduction
band. In Figure 5b it is possible observe that the two oppositely
charged polaron-excitons are formed directly after approx-
imately 50 fs. Also, comparing the polaron-exciton energy levels
inside the bandgap of Figure 5b with the red levels (that
represents the polaron-exciton) in Figure 5a, one can see that
the red levels in Figure 5a are closer to the valence and
conduction band than all the other levels present inside the
bandgap of Figure 5b. This fact suggests that the polaron-
exciton formed in the recombination process described for
channel 1 has a yield of polaron formation greater than
excitons. On the other hand, for the recombination products
reported in channel 2, the energy levels behavior indicates that
the mixed state composed of polarons and neutral excitations
formed after the recombination process present a higher yield
in the excitons formation. Once the simulations presented in
the channel 1 were performed in the absence of the
temperature, the results reported in channels 2 and 3 are
evidence that the thermal effects play the role of producing
neutral excitations after the exciton recombination process. The
singlet biexcitonic state generation of Figure 2 corresponds to
features that can be exactly inferred by analyzing the red energy
levels that returns to the valence and conduction band, as
shown in Figure 5c, thus leading to the vanishing of one singlet
exciton. Furthermore, in Figure 5c, at about 100 fs, it is possible
to note that the recombination takes place and blue levels,
which represent the singlet biexciton, remain inside the energy
gap until the end of the simulation. It is important to remark
that temperature effects increase the oscillation pattern
presented by the energy levels due to the presence of phonons
with higher energies. However, these effects do not act in a way
to break the degeneracy in the levels inside the valence and
conduction band.

■ SUMMARY AND CONCLUSIONS
A modified version of the SSH model to include an external
electric field, the Brazovskii−Kirova symmetry breaking term,
one-site and nearest-neighbor electron−electron Coulomb
interactions, and temperature is presented to investigate the
effects of these properties over the recombination process of a
singlet exciton pair in cis-symmetry conducting polymers

Figure 5. Energy levels time evolution for the (a) channel 1, SE + SE
→ BP+ + P−, (b) channel 2, SE + SE→ P+ + P−, and (c) channel 3, SE
+ SE → SBE.
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chains. Using a nonadiabatic evolution method, within a one-
dimensional tight-binding model, the excitons are positioned
very close to each other in a way to mimic a high-density region
in monomolecular systems. Considering this physical picture,
one finds that there are three possible channels resulting from
singlet−singlet exciton recombination: (1) formation of an
excited negative polaron and an excited positive bipolaron, in
the absence of temperature, when the effects over the system of
an external electric field and Coulomb interaction are taken
into account; (2) generation of two free and excited oppositely
charged polarons, when the thermal effects are considered
together with an moderate external electric field regime and
electron−electron interactions; (3) creation of a biexciton in
the absence of an external electric field. These results suggest
that temperature effects act on the system in a way to decrease
the free charge carrier formation when a region with high-
density of excitons is considered, whereas electric field effects
are of fundamental importance and favors the free charge
carrier generation. Moreover, the second channel represents the
principal result from the simulations reported in this work,
which suggests that there may be an alternative route to
creating free charge carriers (hole-polaron and electron-
polaron) when a appropriate relation between the density of
excitons, electric field, and temperature is considered.
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ABSTRACT: The scattering process between an electron-polaron and a hole-
bipolaron has been simulated using a version of the Su−Schrieffer−Heeger (SSH)
model modified to include an external electric field, Coulomb interactions, and
temperature effects in the scope of nonadiabatic molecular dynamics. The simulations
reveal remarkable details concerning the polaron−bipolaron recombination reaction. It
is found that there exists a critical temperature regime below which a hole-bipolaron
and a mixed state composed by an electron-polaron and an exciton are formed and a
hole-bipolaron and a free electron are the resulting products of the collisional process, if
the temperature is higher than the critical value. In addition, it is obtained that both
channels depend sensitively on the strength of the applied electric field. These
significant results may provide guidance to understand processes regarding electro-
luminescence in polymer diodes.

■ INTRODUCTION

Conjugated polymers have attracted considerable interest as
potential candidates for the development of optoelectronic
devices since the discovery of poly(paraphenylene vinylene)
(PPV) and its electroluminescence properties in the past few
decades. Their optoelectronic features combined with potential
advantages in terms of easy synthesis, flexibility, low cost, and
large-area capability make them more attractive materials for
the electronics industry to provide new display technology than
their inorganic counterparts. They have been successfully
implemented as the active component in various applications
such as organic photovoltaics devices (OPVs)1 and polymer
light emitting diodes (PLEDs).2 In these devices, the
generation of excited states is of fundamental physical
importance. Particularly, the charge carrier recombination is
the key step behind the mechanism of electroluminescence in
PLEDs.
Experiments have shown, through optical and magnetic data,

that some doped polymers showed signals involving polarons
and bipolarons, which proves the coexistence of these charge
carriers in conjugated polymers.3,4 Thus, there exists a great
possibility of collision and recombination between them. A
considerable amount of theoretical work focused on under-
standing the processes underlying the excited states formation
in conjugated polymers. The collision mechanism of oppositely
charged carriers has also been extensively reported.5−13

Nevertheless, theoretical studies that take into account the
temperature influence on such mechanisms remain unavailable.
It is worthy to mention that, from the experimental point of
view, the PPV is one of the best choices for the fabrication of
PLEDs, especially for the characteristic of forming thermally
stable thin films with high photoluminescence yields. It was also
experimentally obtained that the photoexcitation dynamics in

PPV is similar to that of polyacetylene,14 which allows the use
of polyacetylene in theoretical studies in order to obtain a good
physical insight about processes involving charge transport and
recombination in real systems. Furthermore, it should be
emphasized that the collision between an electron-polaron and
a hole-bipolaron was experimentally obtained as a possible
channel to produce a new polaronic state in PPV-based light
emitting diodes.15

Recently, it was experimentally reported that the capture of a
positive bipolaron by a deeply trapped negative polaron is one
of the mechanism of trion formation in a PPV derivative.16 Sun
and collaborators investigated theoretically the recombination
process between an oppositely charged polaron−bipolaron pair
in conjugated polymers using a modified version of the SSH
model.17 They pointed out that below a critical electric field,
the polaron and bipolaron can scatter into an excited polaron
with high yield. Above the critical electric field, the polaron and
bipolaron will pass through each other and continue moving as
isolated structures. By use of a similar approach, the results
obtained by Onodera showed that polarons and bipolarons can
freely pass through each other without attractive or repulsive
interactions.18 Theoretical studies carried out by e Silva have
shown that the presence of a bipolaron limits the polaron
movement in a such way that the polaron cannot cross the
bipolaron keeping its integrity after the nonreactive collisional
process, resulting in a physical picture where the polaron
mobility is compromised.19 It is possible that all the results
regarding the polaron−bipolaron reaction are not fully
comprehensive so that further investigations are needed.
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Recently, a previous work of ours has also shown that for
several electric fields regimes, the presence of impurities in a
conjugated polymer lattice favors the excited states formation
improving the excitation yields when the scattering between a
oppositely charged polaron−bipolaron pair is considered.20 In
another theoretical work,6 it was reported that when a polaron
pair enters the coupling area, considering an intrachain
scattering process, its velocity slightly increases but the
collisional process of two oppositely charged polarons is the
same as that in the isolated single polymer chain case, as if the
second chain does not exist at all. This means that interchain
coupling effect on such mechanism is not important in the
cases of intrachain scattering. The same behavior can be
expected when the collision process between a polaron−
bipolaron pair is taken into account. There are, however, still
many controversial aspects regarding the influence of some
physical process such as temperature, electric field strength,
Coulomb interactions, and impurity effects on the formation of
excited states via recombination process between oppositely
charged carriers, which requires a detailed phenomenological
descriptions.
In this paper, a systematic numerical investigation consider-

ing the influence of temperature effects, electron−electron
interactions, and an external electric field on the collisional
process of an oppositely charged polaron−bipolaron pair is
performed using a cis-polyacetylene chain. An extended version
of the SSH model that includes the Brazovskii−Kirova type
symmetry-breaking term is used considering also the extended
Hubbard model (EHM). Temperature effects are included by
means of a canonical Langevin equation. The results show that
the products formed from the polaron−bipolaron reaction,
mainly when temperature effects are considered, open a new
channel to understanding the polymer luminescence processes
and can provide guidance for improving the electrolumines-
cence yields in PLDEs.

■ MODEL AND METHOD
The overall SSH-type Hamiltonian21,22 modified to include the
Brazovskii−Kirova type symmetry-breaking term,23 Coulomb
interactions, and an external electric field is given by
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where tn,n+1 = e−iγA [(1 + (−1)nδ0)t0 − αyn], in which t0 is the
transfer integral of π-electrons between nearest neighboring
sites in a regular lattice, α is the electron−phonon coupling, δ0
is the Brazovskii−Kirova symmetry-breaking term, and n the
site index. γ ≡ ea/(ℏc), where a is the lattice constant, c is the
speed of light, and e the absolute value of the electronic charge.
yn is defined as yn ≡ un+1 − un, in which un is the lattice
displacement of an atom at the nth site. The electric field is
included in the Hamiltonian as a scalar potential A having the
time dependence in the form of a half Gaussian.24,25 The
operator Cn,s

† (Cn,s) creates (annihilates) a π-electron state at the

nth site with spin s and ni = Ci,↑
† Ci,↑ + Ci,↓

† Ci,↓. U gives the
strength of the on-site and V the nearest-neighbor electron−
electron interactions.26 pn is the conjugated momentum to un. K
is the harmonic constant that describes a σ bond, and M is the
mass of a CH group. The parameters used here are those well
accepted for a polyacetylene chain:27−33 t0 = 2.5 eV, M =
1349.14 eV·fs2/Å2, K = 21 eV Å−2, δ0 = 0.05, α = 4.1 eV Å−1, a
= 1.22 Å, and a bare optical phonon energy ℏωQ = ℏ(4K/M)1/2

= 0.16 eV.
The initial configuration for the system, i.e., the bond and

electronic structures, is obtained by solving the self-consistent
equations for the lattice configuration yn and the electronic
wave functions.13 Once the initial structure was determined, the
temporal evolution of the system is carried out by means of the
Ehrenfest molecular dynamics, in which the lattice backbone
dynamics is performed classically through the Euler−Lagrange
equations20 and the wave functions are obtained by solving the
time-dependent Schrödinger according to Ono’s method.34

The occupation number of the instantaneous eigenstates, as
discussed in the next section, is calculated according to ref 35.
Since the approach adopted here treats the lattice backbone
classically, it is possible to use the Langevin equation to take
into account temperature effects. In this way, a white stochastic
signal ζ(t) is considered as the fluctuation term having the
following properties: ⟨ζ(t)⟩ ≡ 0 and ⟨ζ(t)ζ(t′)⟩ = Λδ(t − t′). A
dissipation term is also included in this formalism in order to
keep the temperature constant after a transient period. The
relationship between ζ, γ, and the temperature T is given by the
fluctuation−dissipation theorem, Λ = 2kBTγM. It should be
emphasized that this methodology to consider temperature
effects in one-dimensional conjugated polymer lattice has been
used successfully in the literature.25,35−41

■ RESULTS AND DISCUSSION

Systematic numerical investigations are carried out considering
the temperature influence over the collision dynamics of a
bipolaron-polaron pair in systems composed of 200-site cis-
polyacetylene chains. A long polymer chain is necessary to
avoid the overlap between the two deformations created after
the charge remotion (hole-bipolaron) and injection (electron-
polaron). For the electric field, turned on quasi-adiabatically,37

the values used in the simulations varied from 0.5 to 2.0 mV/Å
with an increment of 0.5 mV/Å, whereas the temperature
regimes considered range from 50 to 250 K with a step of 25 K.
For the on-site electron−electron interactions the value

considered is U = 0.2t0. The nearest-neighbor Coulomb
repulsion strength was defined using the relation V = U/2. In
this context, Figure 1 presents the schematic diagram of energy
levels for a lattice containing a hole-bipolaron and an electron-
polaron. These charge carriers are formed by removing or
adding electrons to the polymer chain, causing lattice
distortions and the rising of energy levels inside the band
gap. A single polymer chain containing a hole-bipolaron is
represented by the absence of electrons in the (H) and (L)
levels, which yields a +2e charge. On the other hand, an
electron-polaron is represented by occupied levels (H − 1) and
(L + 1), in which the upper one is occupied by one electron
and the lower one occupied by two electrons, yielding a −e
charge. One can see the characteristic larger narrowing of the
bipolarons energy levels when compared to those of the
polaron, which indicates that the bipolarons are quasi-particles
more stable than polarons in conjugated polymers.

The Journal of Physical Chemistry A Article

dx.doi.org/10.1021/jp505590g | J. Phys. Chem. A 2014, 118, 6272−62776273

133



First, we have investigated the contribution of low temper-
ature regimes in the mechanisms involved in polaron−
bipolaron scattering. Figure 2 presents the evolution of the
mean charge density ρ̅(t) = 1 − [ρn−1(t) + 2ρn(t) + ρn+1(t)]/4
at temperatures of 75 K (Figure 2a) and 150 K (Figure 2b).
The positive bipolaron (red structure) is initially located at the
50th site, while the negative polaron (blue structure) is at 150th
site. The two charge carriers are separated far enough from one
another so that they behave as independent structures.
Considering an electric field strength of 1.0 mV/Å, after a
small transient time for the field response, the charge carriers
begin to move toward one another because of the opposite
charges. One can readily note the difference between the
polaron and the bipolaron dynamics regarding the response of
the applied electric field. This is natural if one considers the
difference between the masses and charges of these quasi-
particles. In this way, the polaron and the bipolaron are
accelerated and rapidly reach their saturation velocities. Before
the collision, the motion for both charge carriers is the same as
that reported in the literature.25 Initially, the polaron and the
bipolaron move linearly with time. However, after about 100 fs
the adding up of thermal energy begins to become considerable
and the polaron starts to perform a random walk along the
chain influenced by the thermal random forces. Because of its
larger effective mass, the bipolaron starts to perform a random
walk dynamics only after 300 fs. Furthermore, is easy to verify
in Figure 2a that the random walk displacement of the polaron

is higher than the displacement imposed by the random forces
to the bipolaron. As aforementioned, this fact can be
understood by considering the charge and mass differences
between these charge carriers.
At around 600 fs, when the collision takes place, one can see

in Figure 2a that the polaron can easily pass through the
bipolaron because of its high kinetic energy, a process that
yields the formation of a mixed state composed of a polaron
and an exciton, while the bipolaron remains intact. The
polaron−exciton structure formed is manifested by the charge
delocalization pattern presented by the electron-polaron after
700 fs. A small fraction of the electron that occupies the (L + 1)
level is excited to the conduction band, forming a bond state
structure between the electron-polaron and the excited fraction
of the electron. The channel reported in Figure 2a (channel 1)
is observed in our simulations to occur for temperatures
regimes smaller than 75 K and electric field strengths higher
than 1.0 mV/Å. Otherwise, for temperatures higher than this
critical value (considering field strengths smaller than 1.0 mV/
Å) the motion of the charge carriers is damped, as reported in
ref 25, the collision between the charge carriers driven by the
external electric field is not observed, and the random walk
dynamics dominates.
The role played by the temperature in the collisional process

between the charge carriers can be verified considering a
temperature regime twice as high as the previous and an electric
field strength of 1.5 mV/Å, as shown in Figure 2b (channel 2).
The polaron is annihilated after the collision with the bipolaron,
a channel that gives rise to a final state composed of a hole-
bipolaron and a completely free electron. The effects caused by
the temperature increase can be noted by first observing the
diffusive pattern presented by the charge concentration of the
quasi-particles, if compared with the case shown in Figure 2a.
Also, the lattice oscillations imposed by the random forces are
of such amplitudes that the polaron and the bipolaron can, as a
matter of fact, be said to be of reduced stability, although it is
still possible to identify such carriers immediately before the
collision. After the collision, one can see that the once localized
electron-polaron begins to spread over the lattice until it is
completely delocalized at around 600 fs. This delocalization is
the typical signature of the absence of the polaron structure in
the system and the generation of a free electron. Another
observed fact, due to temperature increasing, is that the
collision process occurs 50 fs earlier than the channel reported
in Figure 2a. These results suggest a different value for the

Figure 1. Schematic diagram of energy levels for a polymer chain
containing an electron-polaron and a hole-bipolaron.

Figure 2. Mean charge density time evolution: (a) channel 1, electric field strength of 1.0 mV/Å and temperature of 75 K; (b) channel 2, electric
field strength of 1.5 mV/Å and 150 K.
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critical electric field strength than that reported recently by Sun
and collaborators.17 They have indicated that the critical
electric field for the polaron−bipolaron scattering without a
reaction that leads to a new state is of 0.8 mV/Å. Our results
present the formation of a polaron−exciton structure as a new
state, for a critical field strength of 1.0 mV/Å. Indeed, the
markedly different behavior is caused by the temperature
influence over the system, a kind of effect absent in the work of
Sun.17 As discussed, the lattice vibrations dampened the charge
carrier motion for electric field strengths to smaller than 1.0
mV/Å. This results in a transition for the quasi-particle from a
drift driven dynamics by the electric field to a random walk
dynamics imposed by the random thermal forces. In this way,
we believe that an approach that takes into account the thermal
effects over the charge carrier collision may provide a more
realistic physical picture.
An important feature to recognize the new states formed

after the polaron−bipolaron collision is the time evolution of
the electronic occupation number of the intragap energy levels
presented in Figure 3. Note that this figure shows the time

evolution of the occupation numbers for the intragap levels
related to Figure 1. Considering the channel 1 (black lines in
Figure 3), before the transient period in which the occupation
number oscillates because of the collision, it is possible that the
final state in LUMO + 1 level is not occupied by an integer
number, which is evidence of partial electron excitation. Indeed,
that fraction of the electron is excited to a higher level inside
the conduction band, forming a bond state between the
electron-polaron and the excitation characterizing the gen-
eration of a polaron−exciton structure, while the occupation of
the other three levels remains the same. For channel 2 (red
lines in Figure 3), after 500 fs the occupation number drops
dramatically to zero, which indicates the complete annihilation
of the polaron, leading to a free electron that is excited to the
conduction band and the charge delocalization through the
lattice. One can see that for the polaron annihilation process in
channel 2, the occupation number for the other levels also
remains the same as before the collision, showing mainly that
the bipolaron keeps its integrity. In this way, these results
indicate in general that an electron transfer from the polaron
level LUMO + 1 to levels inside the conduction band will allow
excited polarons only for very low temperature regimes (below
75 K) and free carriers for temperatures higher than this critical
value.

Whereas the occupation number analysis is the most suitable
tool in studying the process that leads to the formation of
excited polarons and free charges, the stability of the quasi-
particles is better described by means of the energy levels time
evolution. We finish our discussion by presenting in Figure 4

the time evolution profile for the intragap energy levels of the
simulations shown in Figure 2. As can be seem from Figure 4,
at the beginning there are four intragap levels, which are
localized electron states caused by the presence of a polaron
and a bipolaron in the lattice. According to their wave
functions, we know that the bipolarons energy levels present a
larger narrowing when compared to those of the polaron. For
clarity, we have used different colors where the polaron levels
are represented by the purple (HOMO − 1) and red (LUMO
+ 1) lines and those of the bipolarons by the green (HOMO)
and blue (LUMO) lines. Figure 4a depicts the process
discussed in channel 1, where a polaron−exciton structure is
formed. The collisional process between the polaron−
bipolaron pair is noted to take place at about 600 fs, when
the resulting phonons are represented by the little deeper
oscillations of the energy levels inside the band gap. As both
structures remain intact after the scattering process, one can see
that there are four intragap levels until the end of the
simulation. On the other hand, for processes discussed in
channel 2, the signature of the loss of stability for the polaron is
related to the red (LUMO + 1) and purple (HOMO − 1)
states returning to the conducting and valence bands,
respectively, as shown in Figure 4b. As in Figure 4a, it is
possible to note that the bipolaron remains stable through the
rest of the simulation, since the green (HOMO) and blue
(LUMO) bipolaron levels remain consistently inside the band
gap. Furthermore, the oscillations presented by the energy
levels result from the motion of the sites of the lattice
influenced by the thermal random forces, as can be seen in
Figure 4a and Figure 4b.

■ SUMMARY AND CONCLUSIONS
On the basis of a tight-binding electron−phonon interaction
model modified to include an external electric field, electron−
electron interactions, and temperature effects, the scattering
processes between an electron-polaron and a hole-bipolaron
have been simulated in a conjugated polymer lattice, using a
nonadiabatic molecular dynamic method. The results show that
there are two channels resulting from the scattering process
between the polaron−bipolaron pair: channel 1, below the

Figure 3. Time evolution of the occupation number for the intragap
energy levels, where the black lines represents channel 1 (75 K) and
the red lines channel 2 (150 K).

Figure 4. Time evolution of the energy levels for (a) channel 1, 75 K
and (b) channel 2, 150 K.
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critical temperature regime, where the positive bipolaron and a
mixed stated composed of the negative polaron and an exciton
are formed, and channel 2, where a positive bipolaron and a
free electron are the resulting products of the collisional
process, when the temperature is higher than the critical value.
Furthermore, it is found that both channels depend sensitively
on the strength of the applied electric field. These significant
results reveal remarkable details concerning the polaron−
bipolaron recombination reaction and may enlighten the
understanding of electroluminescence processes in polymer
light emitting diodes.
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Critical temperature and products of intrachain
polaron recombination in conjugated polymers

Wiliam Ferreira da Cunha,a Luiz Antonio Ribeiro Junior,*b Ricardo Garganoa and
Geraldo Magela e Silva*a

The intrachain recombination dynamics between oppositely charged polarons is theoretically investigated

through the use of a version of the Su–Schrieffer–Heeger (SSH) model modified to include an external

electric field, an extended Hubbard model, Coulomb interactions, and temperature effects in the

framework of a nonadiabatic evolution method. Our results indicate notable characteristics concerning

the polaron recombination: (1) it is found that there exists a critical temperature regime, below which an

exciton is formed directly and (2) a pristine lattice is the resulting product of the recombination process,

if the temperature is higher than the critical value. Additionally, it is found that the critical electric field

regime plays the role of drastically modifying the system dynamics. These facts suggest that thermal

effects in the intrachain recombination of polarons are crucial for the understanding of electroluminescence

in optoelectronic devices, such as Polymer Light Emitting Diodes.

I. Introduction

Since the discovery of poly(paraphenylene vinylene) (PPV) and
its electroluminescence properties, considerable amounts of
effort have been devoted to study the photophysical applications
of conjugated polymers for development of new technologies in
organic optoelectronic devices. The potential advantages in
terms of ease of synthesis, flexibility, low cost, and large-area
capability make these materials attractive for the electronics
industry, particularly when it comes to the promising develop-
ment of a new display technology. This kind of system has been
successfully implemented as the active component in various
applications such as Organic Photovoltaics devices (OPVs)1 and
Polymer Light Emitting Diodes (PLEDs).2 In these devices, the
generation of excited states is the fundamental physical process
involved. Particularly, polaron recombination is the key step
behind the mechanism of electroluminescence in PLEDs. It is
well known that when two polarons with opposite charges
overlap in space, they will collide and recombine to form new
species. The photon emission phenomenon depends sensitively
on the radiative decay of excited species, which are formed by the
reaction between the charge carriers. A considerable amount of
theoretical work focused on understanding the processes under-
lying excited state formation in conjugated polymers through the
collision mechanism of oppositely charged carriers has been

performed in the last few years.3–11 Nevertheless, studies that
take into account the influence of temperature on such mecha-
nisms remain theoretically unavailable and such processes are
also very difficult to control experimentally.

Recently, An and coworkers used the Su–Schrieffer–Heeger
(SSH) model to simulate the polaron recombination process in
conjugated polymers.4 The goal was to identify the generation
mechanism of the self-trapped polaron-exciton when only
electric field effects are taken into account. Their results show
that there are three regimes of the applied electric field to
form new species. Li et al.11 simulated the same process by
adding Hubbard type electron–electron interactions to the
SSH Hamiltonian. The simulations have pointed out that two
polarons can recombine directly and efficiently in a full exciton,
a process that is strongly dependent on the field strength. Sun
and Stafström5 have used the SSH model to investigate the
formation of excited states through the recombination process
between two oppositely charged polarons in a system composed
of two coupled conjugated polymer chains. In this case it is
reported that, depending on the interchain distance and the
electric field strength, the two polarons can either recombine
into an exciton, become bound together forming a polaron pair
or pass each other. Furthermore, it was found that the singlet
states are always more easily formed than the triplet ones.
These facts indicate that in PLEDs, the electroluminescence
quantum efficiency can exceed the statistical limitation value of
25%. Very recently, our previous research has shown that the
presence of impurities in a conjugated polymer lattice, for several
electric field regimes, favors the excited state formation thus
improving the excitation yields when the scattering between
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oppositely charged polarons is considered.9 There are, however,
still many controversial aspects regarding the influence of some
physical processes such as temperature, electric field strength,
coulomb interactions, and impurity effects on the formation of
excited states via the recombination process between oppositely
charged carriers, which requires detailed phenomenological
descriptions. Of particular importance is the determination of
critical values of temperature and the electric field in terms of
the resulting products of collisions between quasi-particles.

In this paper, a systematic numerical investigation considering
the influence of thermal effects, an external electric field and
Coulomb interactions on the formation of excited states via
recombination processes between an oppositely charged polaron
pair is performed using a cis-polyacetylene chain in the framework
of a nonadiabatic evolution method. An Ehrenfest Molecular
Dynamics is performed by using a one-dimensional tight-
binding model including lattice relaxation. Combined with the
Extended Hubbard Model (EHM), a modified version of the SSH
model is used to include the Brazovskii–Kirova symmetry breaking
term. Temperature effects are included by means of a canonical
Langevin equation. The aim of this work is to give a physical
picture of the products derived from the recombination of
oppositely charged polarons in conjugated polymers, when
temperature effects are considered, and contribute to the under-
standing of these important processes, which may provide
guidance to improve electroluminescence yields in PLDEs.

II. Model and method

A cis-polyacetylene chain is used to study the recombination
process of two oppositely charged polarons in conjugated polymers.
The overall Hamiltonian is given by H = HSSH + Hee. The first term is
the SSH-type Hamiltonian12,13 modified to include an external
electric field and the Brazovskii–Kirova symmetry-breaking,14 which
has the following form:

HSSH ¼ �
X
n;s

tn;nþ1C
y
nþ1;sCn;s þ h:c:

� �
þ
X
n

K

2
yn

2 þ
X
n

pn
2

2M
;

(1)

where n indexes the sites of the chain. The operator C†
n,s (Cn,s)

creates (annihilates) a p-electron state at the nth site with spin
s; K is the harmonic constant that describes a s bond and
M is the mass of a CH group. The parameter yn is defined as
yn � un+1 � un, where un is the lattice displacement of an atom at
the nth site. pn is the conjugated momentum to un and tn,n+1 is the
hopping integral,15 given by tn,n+1 = e�igA(t)[(1 + (�1)nd0)t0 � ayn],
where t0 is the hopping integral of a p-electron between nearest
neighbouring sites in the undimerized chain, a is the electron–
phonon coupling, and d0 is the Brazovskii–Kirova symmetry-
breaking term, which is used to take the cis-symmetry of the
polymer into account. g � ea/(�hc), with e being the absolute
value of the electronic charge, a is the lattice constant, and
c is the speed of light. The relation between the time-dependent
vector potential A and the uniform electric field E is given by
E = �(1/c)

:
A.16

The last contribution denotes e–e interactions and can be
written as

Hee ¼ U
X
i

C
y
i;"Ci;" �

1

2

� �
C
y
i;#Ci;# �

1

2

� �

þ V
X
i

ni � 1ð Þ niþ1 � 1ð Þ;
(2)

where U and V are the on-site and nearest-neighboring Coulomb
repulsion strengths, respectively, and ni =C†

i,mCi,m + C†
i,kCi,k.17

It should be noted that the inclusion of the additional constant
factors (related to the conventional description of the Hubbard
model) is necessary in order to maintain the electron hole sym-
metry of the Hamiltonian. The many-body problem is treated
using the unrestricted Hartree–Fock (UHF) approximation. The
single determinant considered in this formalism is built
through the use of a number of single-particle orbitals, which
are optimized according to the variational principle. A modified
version of the SSH model that includes Coulomb interactions
using an UHF approach can capture the essential electronic
properties of quasi-particle transport in conjugated polymers,
and has been successfully applied in many relevant studies of
the field for over three decades.5,18,19 The parameters used here
are t0 = 2.5 eV, M = 1349.14 eV � fs2 Å�2, K= 21 eV Å�2, d0 = 0.05,
a = 4.1 eV Å�1, a = 1.22 Å, and a bare optical phonon energy

�hoQ ¼ �h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4K=M

p
¼ 0:16 eV. These values have been used in

previous simulations and are expected to be valid for conju-
gated polymers in general.20–26

In order to solve these equations numerically, first a stationary
state that is self-consistent with all degrees of freedom of the
system (lattice and electrons) is obtained. The initial bond configu-
ration and the electronic structure of a polymer chain containing a
hole–polaron and an electron–polaron can be obtained by solving
the following self-consistent equations of the bond configuration
{un} and the electronic wave functions {fn}:

un�1 � un ¼ �
2a
K

X
m

fmðnÞfmðnþ 1Þ þ 2a
NK

X
m;n

fmðnÞfmðnþ 1Þ;

(3)

emfm(n) =�[t0� a(un�1� un)]fm(n + 1)� [t0�a(un� un�1)]fm(n� 1)
(4)

where em is the eigenvalue of mth energy level. We begin by
constructing the Hamiltonian from a {yn} set of positions, that
is, a composition of two isolated polarons. By solving the time-
independent Scrhödinger equation, a new set of coordinates
{ y0n} is obtained. Iterative repetitions of this procedure yield a
self-consistent initial state when {yn} is close enough to the
solution. The equation of motion that describes the site dis-
placement and provides the temporal evolution of the lattice is
obtained by a classical approach. The nuclear dynamics is
carried out with the Euler–Lagrange equations

d

dt

@hLi
@ _un

� �
� @hLi
@un

¼ 0; (5)

Paper PCCP

Pu
bl

is
he

d 
on

 0
1 

Ju
ly

 2
01

4.
 D

ow
nl

oa
de

d 
by

 L
in

ko
pi

ng
s 

un
iv

er
si

te
ts

bi
bl

io
te

k 
on

 2
4/

09
/2

01
4 

10
:2

5:
05

. 

View Article Online

140 PAPER IX



17074 | Phys. Chem. Chem. Phys., 2014, 16, 17072--17080 This journal is© the Owner Societies 2014

where hLi = hTi � hVi. Eqn (5) leads to a newtonian equation
Mün = Fn(t). Thus,

Fn(t) = Mün(t) = �K[2un(t) � un+1(t) � un�1(t)] + a[Bn,n+1(t)

� Bn�1,n(t) + Bn+1,n(t) � Bn,n�1(t)], (6)

where Fn(t) represents the force on the nth site.27 Here,

Bn;n0 ðtÞ ¼
P0
k;s

ck;s
�ðn; tÞck;s n

0; tð Þ is the term that couples the

electronic and lattice solutions. The primed summation repre-
sents a sum over occupied states.

The time dependent wave functions are constructed by means
of a linear combination of instantaneous eigenstates of the
electronic Hamiltonian. The solutions of the time-dependent
Schrödinger equation can be put in the form

ck;s n; tjþ1
� �

¼
X
l

X
m

fl;s
� m; tj
� �

ck;s m; tj
� �" #

� e �ielDt=�hð Þfl;s n; tj
� �

:

(7)

{fl(n)} and {el} are the eigenfunctions and the eigenvalues of
the electronic part for the Hamiltonian (within the unrestricted
Hartree–Fock approximation) at a given time tj.

28 Eqn (6), which
governs the evolution of the lattice system, can be numerically
integrated using the method

un(tj+1) = un(tj) + :
un(tj)Dt, (8)

_un tjþ1
� �

¼ _un tj
� �
þ
Fn tj
� �
M

Dt: (9)

Hence, the electronic wave functions and the lattice displa-
cements at the ( j + 1)th time step are obtained from the jth time
step. At time tj the wave function {ck,s(i,tj)} is expressed as
an expansion of the eigenfunctions {fl,s} at that moment:

ck;s i; tj
� �

¼
PN
l¼1

Cs
l;kfl;sðiÞ, where Cs

l,k are the expansion coeffi-

cients. The occupation number for each eigenstate fl,s is

Zl;s tj
� �
¼
P0
k

Cs
l;k tj
� �			 			2. Zl,s(tj) contains information concerning

the redistribution of electrons among the energy levels.9

Here, the temperature effects are simulated by adding
thermal gaussian random forces with a zero mean value
hzn(t)i � 0 and variance hzn(t)zn(t0)i = 2kBTgMd(t� t0). We adopted
a white stochastic signal zn(t) as the fluctuation term. Also, in
order to keep the temperature constant at its initial value after a
transient period (named thermalization), it is necessary to
introduce a damping factor, g. Therefore, eqn (6) is modified
to Mü =�g :u + zn(t) + Fn(t). The modified eqn (4) no longer defines
a set of ordinary differential equations (ODEs); rather, in this
formalism we deal with a set of stochastical differential equa-
tions (SDEs). It is then important to find a proper integrator for
solving SDEs. Since our model assumes a classical treatment for
the lattice, it is possible to use the regular Langevin-type
approach to take thermal effects into account. Various discreti-
zations of the modified eqn (6) are available in the literature. We
have used the velocity-verlet (eqn (6) and (7)) that is very similar

to the popular BBK integrator.29 Furthermore, we have intro-
duced both the dissipative force and the gaussian random force
in such a way to possess the power spectral density given by the
fluctuation-dissipation theorem. In this way, the fluctuations can
be obtained by using

znðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2kBTgMÞ=Dt

p
� Zn; (10)

where Zn is a random number. The damping constant can be
determined by low temperature lattice thermal conductivity
measurements. The g value used here has the same order of
magnitude as expected from experimental data of the Raman
spectral line width in polydiacetylene (g = 0.01oQ).30 It should
be emphasized that this procedure of including temperature
effects by means of a Langevin formalism has been extensively
used in the literature and is known to yield excellent qualitative
results.31–37

III Results

A systematic numerical investigation concerning the influence
of temperature effects, an external electric field, and Coulomb
interactions over the recombination dynamics of two oppositely
charged polarons is performed in systems composed of 200-site
cis-polyacetylene chains with periodic boundary conditions. For
the electric field, turned on quasi-adiabatically,32 the values
used in the simulations varied from 0.1 to 2.0 mV Å�1 with an
increment of 0.1 mV Å�1, whereas the temperature regimes
considered ranged from 0 to 200 K with a step of 10 K. For the
on-site electron–electron interactions the value considered is
U = 0.2t0. The nearest-neighboring Coulomb repulsion strength
is determined by using the relation V = U/2. It is worthy to
mention that, although some relevant studies have reported
results using U levels higher than 4.0 eV,34,38 recently a con-
siderable amount of studies has been performed considering
moderated values of electron–electron interactions in a range of
0.5–3.0 eV.3,5,7–9,11,18,19,39–44 In this context, Fig. 1 presents the
schematic diagram of energy levels for a lattice containing a
hole–polaron (positive carrier) and an electron–polaron (negative
carrier). These charge carriers are formed by removing or adding
electrons to the polymer chain, causing lattice distortions and
the increase of energy levels to the inside of the band gap.
A single polymer chain containing a hole–polaron is represented
by the absence of one electron in the HOMO level and the absence
of two electrons in the LUMO + 1 level, which yields a +1e charge.
On the other hand, an electron–polaron is represented by the
levels HOMO � 1 and LUMO, in which the upper one is occupied
by one electron and the lower one is occupied by two electrons,
yielding a �1e charge.

The discussion concerning the products of the collision process
between oppositely charged carriers starts by the analysis of the
polaron–polaron interaction under a temperature regime of
50 K and an electric field strength of 1.5 mV Å�1, as shown in
Fig. 2. The temporal evolution of the staggered bond-length,
%y(t) = (�1)n[ yn�1(t) + 2yn(t) + yn+1(t)]/4, depicts the dynamical
process. An excited state is formed directly after the collision
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between the polaron pair, as presented in Fig. 2(a) (channel 1).
Initially, the electron–polaron is located at the 60th site while
the hole–polaron is at 150th site. The two charge carriers are

separated far enough from each other so that they behave as
independent structures. After a small transient time for the
electric field response, the polarons begin to move towards one
another due to the different charges. The polaron dynamics
before the collisional processes occurs as already described in
the literature.33,37 At approximately 150 fs, when the collision
takes place, one can see that the electron–polaron and the hole–
polaron recombine into a well-defined lattice structure from
the lattice distortion point of view. This process, however,
results in the formation of only one neutral excited state after
the collision. Furthermore, it can be seen that after about
50 fs, the adding up of thermal energy begins to become visible
through the blurring of the figure (cyan regions). The inter-
action between the two original polarons produces phonons
after the collision that, combined with the thermal oscillations,
generates even more energetic phonons represented mainly by
the dark blue regions closer to the site where the collision has
occurred, as shown in Fig. 2(a). Another important aspect that
can be noted in this figure is obtained by comparing the lattice
deformation of the excited state generated after the collision
with the lattice defect that characterizes any of the polarons at
the beginning of the simulation. The lattice distortion for the
exciton is wider than that of the polarons, which shows that the
distortion for neutral excitations involve a higher number of
sites. Also, the red and yellow regions, not present in the
polarons lattice defects, indicate a higher level of deformation
of the lattice, which suggests that excitons are more stable
structures than polarons.5

Fig. 2(b) depicts the temporal evolution of mean charge
density �r(t) = 1 � [rn�1(t) + 2rn(t) +rn+1(t)]/4 for the polaron pair
collision in this first channel – the recombination process
reported so far. Immediately after their encounter, the charges
of the two polarons cancel each other. It can be conjectured
that the charge cancelation process occurs due to excited state
formation. Also, it is possible to note small charge density
fluctuations associated with the localized excitation, where the
positive and negative charges are bounded together. Indeed,
the charge density alternates across the lattice deformation for
the localized excited state, creating an oscillating molecular
electric dipole. Recently, Silva and coworkers reported a similar
behavior where a neutral soliton showed an infrared signature
that comes from a temperature-induced electric dipole on the
lattice deformation of that well-localized excitation.36 This fact
may suggest that the oscillating electric dipoles induced by
temperature effects are some sort of general features when
neutral excitations are considered. It is important to note that
this channel of polaron pair recombining into a neutral struc-
ture is only observed for electric fields strengths between
0.8–1.5 mV Å�1 and temperature regimes of 50–160 K. It is
due to the fact that the temperature damps the polaron motion
avoiding the interaction between them.33 Furthermore, the
simulation presented in Fig. 2(b) yields a neutral excited state
with a better rate than those previously reported by An and
colleagues,4 where exactly the same kind of calculations were
performed in the absence of Coulomb interactions and tem-
perature effects. In An’s studies, for an electric field strength

Fig. 2 (a) Staggered bond-length and (b) mean charge density time
evolution for an electric field strength of 1.5 mV Å�1 and a temperature
regime of 50 K.

Fig. 1 The schematic diagram of energy levels for a polymer chain contain-
ing an electron–polaron and a hole–polaron.
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of 1.2 mV Å�1, it was observed that an inelastic scattering
process occurs between oppositely charged polarons to form a
mixed state composed of polarons and excitons. The lattice
fluctuations and the high energy of phonons provided by the
inclusion of thermal effects, absent in An’s work, are respon-
sible for this better yield of neutral excitations.

The influence of temperature on the collisional process of the
charge carriers can be better considered usng a thermal bath with
temperature four times higher than the one considered in
channel 1 and also an electric field strength of 1.5 mV Å�1, as
shown in Fig. 3 (channel 2). For the sake of conciseness we chose
to present only the results of mean charge density evolution, for
these are more instructive than the bond length evolution. In this
case it can be seen that the electron–polaron is annihilated
immediately after the collision, whereas the hole–polaron is not
completely dissociated before 600 fs. This channel gives rise to a
final state where a dimerized lattice is obtained. The effects of
the temperature increase can be readily noted by comparing the
diffusive pattern presented by the charge concentration of the
charge carriers to that of Fig. 2(b). Also, the lattice oscillations
imposed by the random forces are of such amplitudes that the
polarons have reduced stability. The charge delocalization pre-
sented in Fig. 3 is the typical signature of the absence of the
polaron structure in the system, which leads to a dimerized lattice.
These results show that there are different products formed after
the collisional process depending on temperatures and electric
field strength. On one hand this is consistent with the critical
electric field strength reported recently by An and collaborators for
the formation of a polaron-exciton structure,4 but on the other
hand the more realistic description we have made resulted in
different values from the quantitative point of view. Our results
point towards a critical field strength of 1.5 mV Å�1 where only
neutral excitations are formed. Indeed, the markedly different
behavior is caused by the influence of temperature on the system,
a kind of effect absent in the work of An.4 The lattice vibrations
damp the charge carrier motion for electric field strengths smaller
than 1.5 mV Å�1, as already discussed, resulting in a transition of
the quasi-particle dynamics from a drift driven by the electric field
to a random walk dynamics imposed by the random forces.

This can be responsible for the differences in the final products
obtained here. In this way, we believe that an approach that takes
into account thermal effects over the charge carrier collision is
crucial for the correct description of more realistic polymers,
which are suitable for actual technological applications.

The previous discussion on the creation of neutral excited
states is confirmed by an analysis of the occupation number
presented in Fig. 4. Note that this figure shows the time
evolution of the occupation numbers for the intra-gap levels
related to Fig. 1. Initially, there are four levels inside the band
gap, which are localized electron states corresponding to the
two lattice defects. At the beginning of the process (first few
100 fs) these energy levels are degenerated because the two
polarons are initially far apart. During this transient regime,
the occupation number of the LUMO level sharply decreases
from 1 to 0; simultaneously, the occupation number of LUMO + 1
sharply increases from 0 to 1. This change in the occupation
number reflects the fact that these two levels interchange
positions, a process that is energetically accessible due to the
degeneracy. The electron transfer associated with this change is
mostly due to the fact that the wavefunction corresponding to this
level is spread over the whole chain. This process occurs in a
similar fashion between HOMO � 1 and HOMO levels. Once
again, these changes do not correspond to the transfer of an
electron from one level to another; instead, they occur as a result of
changes in the eigenenergies of the respective levels. After 200 fs,
the degeneracy is broken by the interplay between the electric field
and the electron–electron interactions and by the coupling
between the two polarons when they are close to each other. From
that moment, the interchange between the positions of the energy
levels is no longer observed. Very recently, a similar behavior for
abrupt changes in the occupation number was reported by Sun
and Stafström.34 Considering channel 1 (black lines in Fig. 4),
before the transient period in which the occupation number
oscillates due to the collision, it is possible to note that the final
state in the LUMO + 1 level is not covered by an integer number,
which is evidence of partial electron transfer from the LUMO level.
Since the LUMO level stays completely empty after 300 fs the
remaining fraction of this level, which was not transferred to
LUMO + 1, decays to the HOMO level resulting in an photon
emission process. Similar to the occupation process for the

Fig. 3 Mean charge density time evolution for an electric field strength of
1.5 mV Å�1 and a temperature regime of 200 K.

Fig. 4 Time evolution of the occupation number of the intra-gap energy
levels, where the black lines represent channel 1 (50 K and 1.5 mV Å�1) and
the red lines depict channel 2 (200 K and 2.0 mV Å�1).
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LUMO + 1, the HOMO level receives the electron fraction
transferred from the HOMO � 1, while the occupation of the
HOMO � 1 level remains unchanged after the partial transfer. For
channel 2 (red lines in Fig. 4), after 600 fs the occupation number
for the LUMO level drops to zero (a photon emission process)
which indicates the complete annihilation of the polaron, whereas
the HOMO level is fully occupied by two electrons. Both HOMO� 1
and HOMO levels are occupied by two electrons after 600 fs; on
the other hand the LUMO and LUMO + 1 levels become empty.
This final configuration for the occupation numbers reported in
channel 2 results in a dimerized lattice where the polaron defect is
absent. In this way, these results indicate that, in general, the
combination of the mechanisms of partial electron transfer
among the levels together with a photon emission will induce
the formation of neutral states only for low temperature regimes
(below 150 K). Whenever the temperature is higher than this
critical value a dimerized lattice is observed to take place.

While the occupation number analysis is the most suitable
tool for studying the process that leads to the formation of new

species such as excited states, the stability of the quasi-particles is
better described by means of the energy level time evolution. We
finish our discussion by presenting in Fig. 5 the time evolution
profile of the intra-gap energy levels of the simulations shown in
Fig. 2 and 3. As can be seen from Fig. 5, at the beginning of the
simulation there are four intra-gap levels, which are electron states
caused by the presence of the polarons in the lattice. Fig. 5(a)
depicts the process discussed in channel 1, where an exciton is
formed directly. At about 50 fs, the degenerate levels rapidly become
nondegenerated due to the influence of temperature and the
electron–electron interactions. The collisional process between
the two polarons is noted to take place at about 200 fs, when the
resulting phonons are associated with the slightly deeper oscilla-
tions of the energy levels inside the band gap. As both polarons are
annihilated and one exciton arises after the interaction between the
charge carriers, one can see that the two intra-gap levels HOMO� 1
and LUMO + 1 return to the valence and conduction bands,
respectively. On the other hand, the HOMO and LUMO levels
remain inside the band gap until the end of the simulation,
presenting a new configuration that is located deeper inside the
gap than at the beginning. According to their wave functions, we
know that the exciton energy levels present a larger narrowing than
those of polarons. This suggests that excitons are structures more
stable than polarons. Regarding the process discussed in channel 2,
the signature of the loss of stability of the polarons, that leads to a
dimerized, lattice is related to the LUMO and HOMO levels return-
ing to the conducting and valence bands, respectively, as shown in
Fig. 5(b). Furthermore, the oscillations presented by the energy
levels result from the motion of the sites of the lattice influenced by
the thermal random forces, as can be seen in Fig. 5(a) and (b).

As discussed above, the polaron–polaron reaction induces
electron redistribution among levels, i.e., there are other different
electronic states after the collisional process between these charge
carriers. As shown in Fig. 4 and 5, we found that there are mainly
two new electronic states after collision, when temperature
effects are taken into account, which are shown in Fig. 6.

Fig. 5 Time evolution of the energy levels for (a) channel 1–50 K and
(b) channel 2–200 K considering an electric field strength of 1.5 mV Å�1.

Fig. 6 The schematic diagram of energy levels for a polymer chain (b) containing a neutral excitation, (c) considering a pristine lattice, and (d) containing
two oppositely charged polaron-excitons.
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However, a third electronic state (named polaron-exciton)
can occur after a reactive scattering between an oppositely
charged polaron-pair as mentioned above and reported in
recent studies.3,4,6,9–11 Here, state (a) denotes the initial electron
distribution, represented in Fig. 1, which contains an oppositely
charged polaron-pair. State (b) denotes the final electronic
configuration after the formation of a neutral excited state
(channel 1). The dimerized lattice, channel 2, is represented in
state (c). Finally, state (d) denotes the intra-gap configuration for
a system that contains two polaron-excitons.

We now discuss the yields for these states using a projection
method.18 After each evolution step, the lattice displacements
{un} are determined, and the Hartree–Fock Hamiltonian of the
system is also obtained. One can, then, obtain all single electron
eigenwavefunctions {fi} by diagonalizing the Hamiltonian matrix.

Any desired eigenstate of the system can thus be constructed
using these single electron wavefunctions in the form of a Slater
determinant, |Fki = |f1kf1mf2kf2m. . .i. For example, the ground
state involves all single electron states in the valence band. Here,
the desired eigenstate is the neutral excited state. The yield of the
eigenstates |Fki is obtained by projecting it on the evolutional
wave function |C(t)i which is also a Slater determinant con-
structed by single electron evolutional wave functions {cj (t)},
|Cki = |c1kc1mc2kc2m. . .i, i.e., IK = |hFk|C(t)i|2.45,46 Fig. 7 shows
the time dependence of the yields for states (a) and (b) during
the polaron–polaron interaction. It can be seen that the yield of
state (a) remains at 100% before 80 fs. This fact denotes that
the polarons do not interact during this period. From 80 to
200 fs, the yield of state (a) drops about 30% whereas state (b)
increases approximately 70%, with some fluctuations resulting
from the collisional process. This suggests that, in this regime,
these states are mixed. After 300 fs, the yield of state (a) sharply
drops to zero. At the same time, the yield of state (b) increases
to about 95%. This explicitly shows that state (b) is mostly the
unique state after the collision. As previously discussed, state (b)
(channel 1) contains a neutral excited state. The remaining yield
of state (a), which was not converted into state (b) (B5%),
denotes a free carrier, i.e., the polaron–polaron interaction may
transfer electrons from the intra-gap energy levels to the conduc-
tion band with some probability after collision. Thus, the results
indicate that an excited neutral state and a free carrier can be
produced by the polaron–polaron reaction.

We have calculated the yields of state (a) for different electric
field and temperature regimes. The results are displayed in
Fig. 8. The blue region denotes the regimes where the interplay
between the electric field and temperature is not favorable for
the formation of neutral excited states, i.e., the yield values are
zero. Below the critical electric field strength of 0.8 mV Å�1 and
for temperature regimes smaller than 50 K, the interplay between
these two effects favors the polaron–exciton formation (state (d))
in the same way as reported in ref. 3 and 4. If the temperature lies

Fig. 7 Time dependence of the yields for states (a) and (b) which are shown
in Fig. 1 and 6, respectively.

Fig. 8 Final yield values for state (a) after 1 ps as a function of the electric field strength and temperature effects.

PCCP Paper

Pu
bl

is
he

d 
on

 0
1 

Ju
ly

 2
01

4.
 D

ow
nl

oa
de

d 
by

 L
in

ko
pi

ng
s 

un
iv

er
si

te
ts

bi
bl

io
te

k 
on

 2
4/

09
/2

01
4 

10
:2

5:
05

. 

View Article Online

145



This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 17072--17080 | 17079

in the regime 50–200 K, the polaron motion is damped and the
reaction between them is no longer observed. However, just
above the critical electric field strength, about 1.5 mV Å�1, the
yield of state (a) sharply increases to about 60–95%, considering
a temperature regime that lies in the 50–160 K regime. It shows
that the electric field strength dominates the motion of the
polarons over the random motion imposed by the thermal
effects. The abrupt change in the yield values of the species
formed after the interaction between the oppositely charged
carriers is recognized as a standard behavior of this process.3,18,47

Considering electric field strengths higher than 1.5 mV Å�1, the
collision process annihilates the polarons producing a final state
(state (c)) where a dimerized lattice is obtained. Also, the lattice
oscillations imposed by the random forces are of such amplitudes
that the polarons have reduced stability, as mentioned before.
Considering temperatures higher than 200 K, the interplay
between the electric field and temperature annihilates the polaron,
even before the collision process, as reported in the reference.33

IV Conclusions

In summary, using a tight-binding electron–phonon interaction
model modified to include an external electric field, electron–
electron interactions, and temperature effects the recombination
processes between an electron–polaron and a hole–polaron have
been simulated in a conjugated polymer lattice, by means of
nonadiabatic molecular dynamics. The results show that there are
two channels resulting from the recombination between the
polarons: channel 1, where a critical temperature regime exists,
below which neutral excitation directly forms channel 2, where a
dimerized lattice is the resulting product of the collisional process
for temperatures higher than the critical value. Furthermore, it is
found that both channels depend sensitively on the strength of
the applied electric field. These significant results reveal remark-
able details concerning the polaron recombination reaction and
provide guidance to understand electroluminescence processes in
Polymer Light Emitting Diodes.
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The  temperature  influence  over  the intrachain  recombination  dynamics  between  oppositely  charged
bipolarons  has  been  theoretically  investigated  using  a version  of the Su–Schrieffer–Heeger  model.  The
results  shown  that,  below  of  a  critical  temperature  regime,  these  charge  carriers  can  recombine  into  a
biexciton.  This  excited  state  is a  light  emissive  specie  that  can  emit  one  photon  and  turn into  an  exciton
state.  This  specie  can thereafter  decay  to the  ground  state  by  other  photon  emission.  This  knowledge  can
enlighten  the  understanding  needed  to improve  the  internal  quantum  efficiency  of electroluminescence
in  Polymer  Light  Emitting  Diodes.

©  2014  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Since the discovery of poly(paraphenylene vinylene) (PPV) and
its electroluminescence properties, there has been intensive efforts
to understand the physical processes necessary to improve the
efficiency of Polymer Light Emitting Diodes (PLEDs) [1]. Consid-
erable quantities of theoretical studies, focusing on this objective,
have been performed by finding channels for the recombination
between polarons [2–4], bipolarons [5,6], polarons and bipolarons
[6], polarons and excitons [7], and bipolarons and excitons [8]. Nev-
ertheless, studies considering the temperature influence on such
processes remains lacking both theoretically and also experimen-
tally.

Bipolarons can be created in PLEDs when the charge injection
results in a considerable concentration of polarons. Two  acoustic
polarons with the same charge and antiparallel spins, for exam-
ple, can recombine in order to form an acoustic bipolaron. In
these devices, the generation of excited states is a fundamen-
tal physical process. Particularly, it is believed that bipolaron
recombination is one of the key steps behind the mechanism of
electroluminescence in PLEDs. Recently, Di and coworkers used

∗ Corresponding author.
E-mail addresses: luiju@ifm.liu.se (L.A. Ribeiro Junior), gargano@unb.br,

gargano@fis.unb.br (R. Gargano).

the Su–Schrieffer–Heeger (SSH) and the extended Hubbard mod-
els to simulate the bipolaron recombination process in conjugated
polymers [5]. Their results show that two  bipolarons can scatter
into singlet biexciton states in both mono-layer and multiple-
layer electroluminescence polymeric materials. Sun and Stafström
have simulated the same process depicting the effects of the
electron–electron interactions for a system composed by two  cou-
pled conjugated polymer chains [9]. Their results indicate that there
are four channels for the bipolaron recombination: (1) forming a
biexciton, (2) forming an excited negative polaron and a free hole,
(3) forming an excited positive polaron and a free electron, and
(4) forming an exciton, a free electron and a free hole. Our recent
previous research has also shown that the presence of impurities
in a conjugated polymer lattice, for several electric field regimes,
favors the excited states formation and also improves the exci-
tation yields when the scattering between an oppositely charged
bipolarons is considered [6]. There are, however, still many contro-
versial aspects regarding the influence of physical process such as
electric field strength, electron–electron interactions, temperature,
and impurity effects on the formation of excited states via collision
process between oppositely charged carriers, which claims better
phenomenological descriptions.

In this contribution, a systematic numerical investigation
considering the influence of an external electric field, Coulomb
interactions, and temperature effects on the formation of excited
states via recombination process between an oppositely charged

http://dx.doi.org/10.1016/j.cplett.2014.09.036
0009-2614/© 2014 Elsevier B.V. All rights reserved.
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bipolaron pair is performed using a cis-polyacetylene chain. These
excited states (biexcitons) are very important due to the fact that
they can decay to an exciton, which can subsequently decay to the
ground state, emitting two photons throughout the process. In this
way, the understanding of these important processes may  provide
guidance to improve electroluminescence yields in PLDEs.

2. Model and method

The model Hamiltonian is given by H = HSSH + Hee. HSSH is the
SSH-type Hamiltonian [10,11] that assumes the following form:

HSSH = −
∑

n,s

(tn,n+1C
†
n+1,sCn,s + h.c.) +

∑

n

K

2
y2
n +

∑

n

p2
n

2M
, (1)

where n indexes the sites of the chain. In the classical part
of HSSH (lattice backbone) K represents the harmonic constant
that describes a � bond, M is the mass of a CH group, and pn

is the conjugated momentum to un, which is the lattice dis-
placement of an atom at the nth site. Considering the electronic
part of HSSH, the operator C†n,s (Cn,s) creates (annihilates) a �-
electron state at the nth site with spin s, tn,n+1 is the transfer
integral [12], given by tn,n+1 = e−i�A(t)[(1 + (− 1)nı0)t0 − ˛yn], where
yn is defined as yn ≡ un+1 − un, t0 is the transfer integral of a
�-electron between nearest neighbor sites in the undimerized
chain,  ̨ is the electron–phonon coupling constant, and ı0 is the
Brazovskii–Kirova-type symmetry-breaking term. In the transfer
integral expression � ≡ ea/(�  c) with e being the absolute value of
the electronic charge, a is the lattice constant, and c is the speed
of light. The electric field is included in the Hamiltonian as a scalar
potential A having the time dependence in the form of a half Gauss-
ian [13,14].

The term Hee in the model Hamiltonian denotes the contribution
of the electron–electron interactions and can be written as

Hee = U
∑

i

(
C†
i,↑Ci,↑ − 1

2

)(
C†
i,↓Ci,↓ − 1

2

)

+ V
∑

i

(ni − 1) (ni+1 − 1) , (2)

where U is the on-site and V the nearest-neighbor Coulomb repul-
sion strengths and ni = C†

i,↑Ci,↑ + C†
i,↓Ci,↓ [15]. The parameters used

here are t0 = 2.5 eV, M = 1349.14 eV × fs2/ Å2, K = 21 eVÅ−2, ı0 = 0.05,
 ̨ = 4.1 eV Å−1, a = 1.22 Å, and a bare optical phonon energy �ωQ =
�

√
4K/M = 0.16 eV. These values have been used successfully in

previous simulations [16–22].
The lattice backbone dynamics is carried out by means of the

Euler-Lagrange equations, that lead to a Newtonian equation

Fn(t) = Mün(t)

= −K[2un(t) − un+1(t) − un−1(t)]

+ ˛[Bn,n+1(t) − Bn−1,n(t) + Bn+1,n(t) − Bn,n−1(t)], (3)

where, Fn(t) represents the force on the nth site. Here, the
term Bn,n′ (t) =

∑′
k,s 

∗
k,s (n, t) k,s (n′, t) couples the electronic

and lattice solutions [23]. The primed summation represents a
sum over occupied states. Fn(t) can be numerically integrated
using the method un(tj+1) = un(tj) + u̇n(tj)�t and u̇n(tj+1) = u̇n(tj) +
(Fn(tj)/M)�t. The time dependent wave functions are constructed
using a linear combination of instantaneous eigenstates of the
electronic part of HSSH. The solutions of the time-dependent
Scrhödinger equation can be written in the form

 k,s
(
n, tj+1

)
=
∑

l

[∑

m

�∗
l,s

(
m, tj

)
 k,s

(
m, tj

)
]

× e(−iεl�t/�)�l,s
(
n, tj

)
. (4)

{�l(n)} and {εl} are the eigenfunctions and the eigenvalues of the
electronic part of HSSH at a given time tj [24]. Here, the temperature
effects are simulated as detailed in one of our recent researches [3].
It should be emphasized that this procedure of including thermal
effects by means of a Langevin Equation has been extensively used
in the literature with a good track record [14,25–32].

3. Results

The recombination dynamics between the oppositely charged
bipolaron pair is performed in systems composed of 200-site cis-
polyacetylene chains with periodic boundary conditions. For the
electric field, turned on quasi-adiabatically [14], the values used
in the simulations varied from 0.5 to 2.0 mV/Å with an increment
of 0.5 mV/Å, whereas the temperature regimes considered ranged
from 50 to 300 K with a step of 25 K. The on-site and nearest-
neighbor electron–electron interactions considered are U = 0.2t0
and V = U/2, respectively. In this context, Figure 1 presents the
schematic diagram of energy levels for a lattice containing a
hole–bipolaron (positive carrier) and an electron–bipolaron (nega-
tive carrier). These charge carriers are formed removing or adding
electrons to the polymer chain, causing lattice distortions and the
rising of energy levels to the inside of the band gap. A single polymer
chain containing the hole–bipolaron, is represented by the absence
of two  electrons in the HOMO-1 and LUMO+1 levels, which yields
a +2e charge. On the other hand, an electron–bipolaron is repre-
sented by the levels HOMO and LUMO, in which both levels are
occupied by two electrons, thus yielding a −2e net charge.

We start the discussion presenting the biexciton formation
due to the bipolaron recombination under a temperature regime
of 150 K and an electric field strength of 1.5 mV/Å, as shown in
Figure 2. The temporal evolution of the staggered bond-length
ȳ(t) = (−1)n[yn−1(t) + 2yn(t) + yn+1(t)]/4, that depicts the dynam-
ical process where an biexcitonic state is formed directly after the
recombination between the bipolarons, is presented in Figure 2(a).
Initially, the electron–bipolaron is located at the 60th site while
the hole–bipolaron is at 150th site. The two  charge carriers are

Figure 1. The schematic diagram of energy levels for a polymer chain containing an
electron–bipolaron and a hole–bipolaron.
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Figure 2. (a) Staggered bond-length and (b) mean charge density time evolution for
an  electric field strength of 1.5 mV/Å and temperature regime of 150 K.

separated far enough from one another so that they behave as inde-
pendent structures. After a small transient time for the electric field
response, the bipolarons begin to move toward each other due to
their opposite charges. However, at approximately 50 fs the adding
up of thermal energy begins to become considerable and the bipo-
larons start to perform a random walk along the chain influenced
by the thermal random forces. The bipolaron dynamics before the
collisional processes occurs as described in the literature [13,19].
At around 600 fs, when the bipolarons begin to interact, one can
see that they quickly recombine into a well localized structure,
yielding the formation of only one neutral excited state. In this
process, their wave functions begin to overlap strongly and, as a
result of the Coulomb interactions, the two bipolarons are attracted
to each other loosing their kinetic energy acquired from the elec-
tric field. The Coulomb interactions together with the self-trapped
state, produce a singlet biexciton deformation by transferring two
electrons from the negative bipolaron to the positive one. Also, it
can be seen that after about 100 fs, the adding up of thermal energy
begins to become visible through the blurring of the figure. Another
important aspect can be noted in Figure 2(a) comparing the lattice
deformation for the biexciton with the lattice defect that character-
izes a bipolaron. The lattice distortion for the biexciton is wider than
that for the bipolaron, which shows that the distortion for neutral
excitations involve a higher number of sites. Also, the red regions,
not present in the bipolaron lattice defects, indicates a higher level
in deformation of the lattice, which suggests that biexcitons are
structures as stable as bipolarons.

The results of this process can be further clarified by analyz-
ing the temporal evolution of the mean charge density 	(t) =
1 − [	n−1(t) + 2	n(t) + 	n+1(t)]/4 before and after the recombina-
tion, as shown in Figure 2(b). Immediately after the bipolarons
collision, their charges cancel each other. It can be conjectured
that this charge cancellation process occurs due to the excited
state formation. Figure 2(b) also shows that there is a slight net
charge coupled to the biexciton lattice deformation that is induced
by the lattice fluctuations caused by thermal random forces. This
channel for the bipolaron pair recombination is only observed for
electric fields strengths between 1.5 and 2.0 mV/Å and temper-
ature regimes smaller than 200 K. For temperature higher than
this critical value, the bipolaron motion is damped avoiding the
interaction between the charge carriers. The lattice fluctuations
reach such high amplitudes that the bipolarons are annihilated
in the collision. This situation is similar to the one proposed in
one of our recent works [6]. Furthermore, the system presented
in Figure 2(b) yields an neutral excited state with a better rate than
those previously reported in this previous research, where exactly
the same kind of calculations were performed in absence of tem-
perature effects. In this study it was obtained that, for electric field
strengths between 1.0 and 2.0 mV/Å, an inelastic scattering pro-
cesses between oppositely charged bipolarons into an mixed state
composed of bipolarons and excitons took place. Considering the
temperature effects over the system, the same behavior is obtained
in the present work for electric fields strengths between 1.0 and
1.5 mV/Å and temperature regimes smaller than 150 K. It is believed
that the lattice fluctuations and the high energy of phonons pro-
vided by the inclusion of thermal effects – absent in results reported
in reference [6] – are responsible for this yield for the biexciton
formation.

In order to better understand the properties of the localized
excitation formed after the recombination, it is useful to discuss
the changes of the electronic structure of the system in the pro-
cesses by means of the time evolution of the intra-gap levels and
their occupation numbers [25]. During the transient regime (from
0 to 600 fs), the occupation number of the LUMO (HOMO) level
sharply decreases from 2 to 0 whereas the occupation number of
LUMO+1 (HOMO-1) sharply increases from 0 to 2. This change in
occupation number reflects the fact that these two levels inter-
change positions. Particularly, the electron transfer associated with
this change occurs due to the fact that the wavefunction associ-
ated with this level spreads over the whole chain. After 600 fs, the
nondegeneracy among the levels becomes significant by the inter-
play between electric field, the electron–electron interactions, and
by the coupling between the two bipolarons when they starts to
merge. From that moment, the interchange between the positions
of the energy levels is no longer observed. The electronic transfer
between the levels that leads to the biexciton production can be
followed by analyzing the time evolution of the occupation num-
bers as shown in Figure 3. This figure shows the time evolution of
the occupation numbers for the intra-gap levels related to Figure 1.
After a transient period in which the occupation number oscillates
due to the interaction, it is possible to note that the final state in
the LUMO+1 level is covered by almost two  electrons, whereas the
occupation for the LUMO level falls dramatically close zero after
roughly 700 fs. Also, the small remaining fraction of the LUMO
level, which is not transferred to LUMO+1, decays to the HOMO
level resulting in an photon emission process. Analogously to the
occupation process for the LUMO+1, the HOMO level receives the
electron transferred from the HOMO-1. However, in this case, only
one electron is transferred among these levels. This process depicts
an interesting behavior regarding the biexciton states structure in
which such excited states can be formed by a suitable balance in the
transfer of three electrons between the intra-gap levels. The final
configuration for the occupation numbers reported here results
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Figure 3. Time evolution of the occupation number.

in a lattice where a bipolaron defect is absent and only one well
defined deformation is observed after the recombination process.
In this way, these results indicate that, in general, mechanisms
such as electron transfer among the levels and photon emission
will induce the formation of biexciton states by two  means: from a
bipolaron recombination process at temperature regimes below of
150 K. Otherwise a dimerized lattice (similar to the case reported in
reference [6]) will take place for temperatures higher than this crit-
ical value, considering useful electric field strengths for technologic
applications in conjugated polymers between 1.0 and 2.0 mV/Å.

While the occupation number analysis is the most suitable tool
in studying the process that leads to the formation of new species
such as excited states, the stability of the quasi-particles is bet-
ter described by the time evolution analysis of the energy levels.
We finish our discussion by presenting in Figure 4 the time evolu-
tion profile of the intra-gap energy levels of the simulations shown
in Figure 2. As can be seen from Figure 4, at the beginning there
are four intra-gap levels, which are localized electron states caused
by the presence of the bipolarons in the lattice. According to their
wave functions, we know that the purple and red lines correspond
to the positive bipolaron levels HOMO-1 and LUMO, while the
green and blue levels are related to the negative bipolaron levels
HOMO and LUMO+1, respectively. At the beginning of the simu-
lation the degenerate levels become nondegenerated due to the
temperature influence and the electron–electron interactions. The
recombination process between the bipolaron pair is noted to take
place at approximately 650 fs, when the LUMO and HOMO-1 levels
move to the conduction and valence band respectively, whereas
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Figure 4. Time evolution of energy levels at the gap.

the HOMO and LUMO+1 levels move towards the midgap region.
Also, the resulting phonons produced from the recombination pro-
cess are represented by the deeper oscillations of the energy levels
inside the band gap. The final configuration of the energy levels
shows a physical picture where both bipolarons are annihilated
and one biexciton arises after the interaction between the original
charge carriers. Still according to their wave functions, we know
that the biexciton energy levels present a deeper narrowing when
compared to those of the bipolaron. This fact suggests that the
biexcitons structure are more stable than bipolarons. Furthermore,
the oscillations presented by the energy levels in all the process
are resulting from the motion of the carbons sites of the lattice
influenced by the thermal random forces.

Finally, it is worth to mention some important aspects regarding
the light-emissive characteristic of the biexciton. This neutral
excited structure is represented by two intra-gap localized states
(as shown in Figure 4), in which the upper one is doubly occupied
whereas the lower one lies empty. The wavefunctions associ-
ated with these localized energy levels have opposite parity.
Theoretical investigations have shown that the radiative process
BIEXCITON → EXCITON + h
 has large transition dipole moments
(8.8 eÅ). In this way, the biexcitonic state can decay to an exciton
state by one photon emission [5]. Subsequently the emission, the
biexciton becomes a singlet exciton. The resulting excitonic state
has also two  localized intra-gap energy levels with opposite parity,
where these levels are now occupied by one electron with oppo-
site spin. Moreover, the results have indicated that the radiative
process EXCITON → GROUND STATE + h
 also has large transition
dipole moments (5.5 eÅ), which are the same order of magnitude
as those of the biexciton. After that, the exciton state can decay to
the ground state by emitting one photon.

4. Conclusions

In summary, using a tight-binding electron–phonon interaction
model modified to include temperature effects, external electric
field, and electron–electron interactions, the recombination pro-
cesses between an electron–bipolaron and a hole–bipolaron has
been simulated in a conjugated polymer lattice. The results show
that, depending on the considered situation, there are two differ-
ent channels resulting from the recombination between charged
bipolarons. For a given regime, there exists a critical temperature
value, below which a biexcitonic state is directly formed. Differ-
ently, a dimerized lattice is the resulting product of the collisional
process, when the temperature is higher than the critical value.
Furthermore, it is found that both channels depend sensitively on
the strength of the applied electric field. Obtaining such different
regimes and the critical temperature values needed to reach one
or the other channel is crucial to fully control the charge carrier
density in conductive polymers. These significant results reveal
remarkable details concerning the bipolaron recombination mech-
anism and provide guidance to understanding electroluminescence
process in Polymer Light Emitting Diodes.
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ABSTRACT: The temperature influence on the scattering
process between an exciton and a positively charged carrier
(polaron or bipolaron) is theoretically investigated using a
version of the Su−Schrieffer−Heeger (SSH) model modified
to include temperature, Coulomb interactions, and an external
electric field. In general, it is observed that the products of the
reactive scattering are spin independent when thermal effects
are taken into account. For the interaction between a polaron
and an exciton, the polaron can be annihilated, when subjected
to temperatures higher than a critical value, or pass through
the exciton maintaining both their consistencies, if a lower
temperature regime is considered. Regarding the recombination between a bipolaron and an exciton, it is observed that the
bipolaron can be annihilated whereas the exciton dissociates into two trions or into one polaron and one trion. In all cases, the
recombination mechanisms depend on a suitable balance between temperature and electric field. These results may extend the
knowledge about electroluminescence process in conjugated polymers, thus being of potential use to improve internal quantum
efficiency in polymer light-emitting diodes.

■ INTRODUCTION

Conjugated polymers have attracted considerable interest as
ideal candidates for the development of optoelectronic devices
such as polymer light-emitting diodes (PLEDs). Their
optoelectronic features combined with potential advantages in
terms of ease of synthesis, flexibility, low cost, and large-area
capability make them more attractive materials for the
electronics industry than their inorganic counterparts to
provide new display technologies. Furthermore, since the
discovery of poly(p-phenylenevinylene) (PPV) and its electro-
luminescence properties, there has been intensive efforts to
understand the physical processes necessary to improve the
efficiency of PLEDs.1,2 A considerable amount of theoretical
studies has been performed by finding channels for the
recombination between polarons,3−8 bipolarons,9,10 polarons
and bipolarons,11 polarons and excitons,5 and bipolarons and
excitons.12 Nevertheless, studies considering the temperature
influence on such processes, although crucial to a more realistic
description of the system, remain not available theoretically and
are also very difficult to control experimentally.
In conjugated polymers, the usual self-localized charge

carriers are polarons, which possess spin 1/2 and charge ±e.
On the other hand, bipolarons are spinless structures with
charge ±2e that, similarly to polarons, are generated upon
doping or photoexcitation. Some experimental and theoretical
studies have shown the existence of bipolarons mainly in doped
polymer layers.13−17 Bipolarons can be created in PLEDs when
the charge injection results in a large concentration of polarons.

For example, two acoustic polarons with the same charge and
antiparallel spins can recombine to form an acoustic bipolaron.9

Another important excitation in the context of PLEDs is the
exciton. Analogously to the conventional charge carriers in
these materials, exciton are also structures associated with the
strong coupling between charge and phonons and it is linked to
a structural deformation. An exciton is created via absorption of
a photon but can also be the result of the interaction between
two polarons with opposite charges,4,8 thus resulting in zero net
charge. Since polarons, bipolarons, and excitons coexist in
PLEDs, there exists a high possibility of collision between these
excitations in order to form new excited states. Studies
concerning the interaction between charge carriers and excitons
can provide a deeper understanding of the properties of
conjugated polymers in general. Particularly, it is believed that
the generation of excited states is one of the key steps behind
the mechanism of electroluminescence in PLEDs.
It has been conjectured that when charge carriers and

excitons overlap in space, they can collide and recombine to
form excited species. The photon emission phenomena
depends directly on the radiative decay of such species.
Recently, Sun and colleagues studied the scattering processes of
a bipolaron with an exciton reporting the products formed from
this reaction using the SSH method.12 It was identified one

Received: May 12, 2014
Revised: September 25, 2014
Published: September 29, 2014

Article

pubs.acs.org/JPCC

© 2014 American Chemical Society 23451 dx.doi.org/10.1021/jp5046673 | J. Phys. Chem. C 2014, 118, 23451−23458

155



channel for the formation of excited species, where a polaron
and an excited polaron are created. Because of relaxation of the
excited polaron, the exciton is annihilated and the bipolaron
dissociates into two polarons. In other investigations performed
also by Sun and collaborators, the scattering process between a
polaron and an exciton, considering two composite spin states,
is simulated in a polymer chain using the same approach.18 For
one of the composite spin state, the repulsion between the
polaron and the exciton is very weak. Therefore, the polaron
can easily pass through the exciton even in weak external
electric field. For the other composite spin state, the repulsion
between the polaron and the exciton is much stronger. In this
case the polaron may either be bounced back, be dissociated, or
pass through the exciton, depending on the strength of the
external electric field. However, there are still many
controversial aspects regarding the influence of some physical
process such as temperature, Coulomb interactions, composite
spin configuration, and impurity effects on the formation of
excited states via recombination process between oppositely
charged carriers and excitons. Thus, these features require
detailed phenomenological descriptions.
In this paper, a systematic numerical investigation consider-

ing the influence of an external electric field, Coulomb
interactions, and temperature effects on the formation of
excited states via recombination process between charge
carriers and excitons is performed using a cis-polyacetylene
chain in the scope of a nonadiabatic evolution method. An
Ehrenfest molecular dynamics is carried out by using a one-
dimensional tight-binding model including lattice relaxation.
Combined with the extended Hubbard model (EHM), a
modified version of the SSH model is used to include an
external electric field and the Brazoviskii−Kirova symmetry
breaking term. Temperature effects are included by means of a
canonical Langevin equation. The aim of this work is to give a
physical picture of the excited states formation due to the
recombination of charge carriers and excitons in conjugated
polymers, particularly when temperature effects are considered.
The excited states formed through this mechanisms can decay
to the ground state, emitting photons after the recombination
reaction. In this way, the understanding of these important
processes may provide guidance to improve electrolumines-
cence yields in PLDEs.

■ MODEL AND METHOD
In this work we considered a polyacetylene chain in the cis
configuration in order to investigate temperature effects on the
generation of excited states in organic semiconductors. As the
SSH scheme consists on a semiempirical tight binding with
lattice relaxation in a first-order expansion, our results are
expected to be valid for conjugated polymers in general,
provided an appropriated parametrization is conducted.19−25

The complete Hamiltonian of the model is given by26,27
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The fundamental variables of the model are the quantities yn ≡
un+1 − un and pn. The former represents the sites displacement,

and the latter is the momentum conjugated to un, in the scope
of the Hamiltonian formalism. When compared to the original
model, the hopping integral tn,n+1

28 used in the present work is
modified to tn,n+1 = e−iγAt[(1 + (−1)nδ0)t0 − αyn]. This was
carried out so that the electric field can be considered by means
of the potential vector A(t) through a Peirls modification on
the phase factor,29 and the symmetry breaking associated with
the cis configuration can be included by the presence of the
Brazovskii−Kirova term δ0. It should be emphasized the
semiclassical nature of our Hamiltonian: whereas the first
summation is expressed in terms of annihilation (Cn,s) and
creation (Cn,s

† ) operatorswhich, in the spirit of the second
quantization formalism annihilates and creates a spin “s”
electron in the nth site, respectivelythe second and third
summation stand for a linear harmonic lattice with elastic
constant K and mass M. The separation between the classical
and quantum realms, however, is not complete since the α
constant couples the electronic and the lattice part of the
system. For the present particular case of cis-polyacetylene we
used the following parameters, considering γ ≡ ea/(ℏc), a the
lattice constant, e the electronic fundamental charge, and c the
speed of light: t0 = 2.5 eV, M = 1349.14 eV × fs2/Å2, K = 21 eV
Å−2, δ0 = 0.05, α = 4.1 eV Å−1, a = 1.22 Å, and a bare optical
phonon energy ℏωQ = ℏ(4K/M)1/2 = 0.16 eV.
Finally, we consider the Hartree−Fock approach to treat the

electronic correlation. Several theoretical and experimental
results have demonstrated that the primary excitation is the
exciton, and electron−electron interactions are dominant over
electron−lattice interactions in luminescent polymers.30−35

Some theoretical studies that have considered the electron−
lattice interactions also show that introduction of the lattice
relaxation effect would not lead to an increase in binding energy
of the exciton.36,37 These facts lead us to treat electron−
electron interactions in long chains and arrive at an
understanding of electronic states in luminescent polymers
without loss of essential physics. We consider correlation by
means of the extended Hubbard model. The remaining two
summations of the Hamiltonian 1 are adopted to consider on-
siteof U strengthand nearest-neighbor site Coulomb
repulsiongiven by V. It is worthy to remember that, in the
last term, the number operator mn is equal to Cn,↑

† Cn,↑ +
Cn,↓
† Cn,↓.

38 Note that the Hubbard terms are properly expressed
in such a way that the Hamiltonian remains Hermitian; i.e., the
electron−hole symmetry is preserved.
Given the hybrid nature of the Hamiltonian, an equivalent

semiclassical treatment should be applied. In other words, the
classical equations of motions, expressed by the Euler−
Lagrange equations
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must be simultaneously solved with the time-dependent
Schrödinger equation for the π electrons.
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in which Δt is the time step chosen to carry out the numerical
solution and {ϕl(n)} and {εl} are the eigenstates and the
eigenenergies,6,39 at the instant tj of the electronic Hamil-
tonian.14
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The solution procedure is carried out self-consistently: by
beginning with a given set of positions {yn}, one solves the
quantum mechanics equation thus obtaining a whole new set
{y′n}. When the new set is sufficiently close to the previous one,
the self-consistency is achieved.
It is important to note that, when solving the lattice part of

the system through the Euler−Lagrange equations (2), a
Newton-like force equation arises:
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where the term Bn,n′ = Σk,s′ψk,s*(n,t)ψk,s(n′,t) couples the
electronic and lattice solutions. The form of this expression is
important in order to consider thermal effects in the system in a
simple and elegant way. Indeed, a slight modification of eq 4
that includes the sum of a white stochastic signal ζ(t) (in the
sense that ⟨ζ(t)⟩ ≡ 0 and ⟨ζ(t)ζ(t′)⟩ = Λδ(t − t′)) on its right-
hand side simulates random displacements of the carbon cores
in the same way that temperature does. In order to keep the
systems energy stable, a Stokes-like dissipation term is also
added to eq 4, which finally reads

γ ζ̈ = − ̇ + +Mu u t F t( ) ( )n (5)

where Fn(t) stands for the 0 K situation. It should be noted that
both the white signal ζ and the dissipation term γ are connected
to the systems temperature T through the fluctuation−
dissipation theorem, Λ = 2kBTγM. We have been using the
approach of including temperature in organic semiconductors
with great success by obtaining good qualitative experimental
agreement.40−47

■ RESULTS AND DISCUSSION
A systematic numerical investigation concerning the influence
of temperature effects and an external electric field on the
collisional process is performed in systems composed of 200-
site cis-polyacetylene chains with periodic boundary conditions.
For the electric field, turned on quasi-adiabatically,42 the values
used in the simulations varied from 0.5 to 2.0 mV/Å with an
increment of 0.5 mV/Å, whereas the temperature regimes
considered ranged from 25 to 300 K with a step of 25 K. The
on-site electron−electron (e−e) interaction (U) values
considered here ranging from 0.5 to 1.0 eV, with an increment
of 0.1 eV. The nearest-neighbor Coulomb repulsion strength is
adopted as being V = U/3.
In this paper, we report two different kinds of collisional

process: one between an exciton and a polaron and another one
between an exciton and a bipolaron. In order to better present
our results, we divided each of the aforementioned kinds of
reactive systems in separated subsections.
Collision between Polaron and Exciton. Quasi-particles

in conducting polymers are usually formed by adding,
removing, or even exciting electrons between the energy levels
of the system. The changes imposed to the electrons reflect in
lattice distortions and the rising of energy levels inside the gap.
For the case discussed in this section, the positively charged
polaron is represented by the solely occupied HOMO−1 level
and the empty LUMO+1 level. On the other hand, the exciton
is represented by electrons with an antiparallel spin
configuration in the HOMO and LUMO levels, as shown in
Figure 1.
A first important result to be observed in our simulations is

that the scattering dynamics is independent of the spin

configuration presented by the system composed by a polaron
and a exciton, considering on-site e−e interactions smaller than
0.5 eV. In this way, in the absence of temperature, the polaron
can pass through the exciton for on-site e−e interaction
strengths smaller than this value and considering an electric
field strength of 2.0 mV/Å. For regimes higher than this critical
value, the polaron may be bounced back or be dissociated
depending on the strength of the external electric field, as
qualitatively described in ref 5.
In this sense, Figure 2 presents the results concerning the

collisional process between the polaron and the exciton for 100
K. The time evolution of the system in terms of the staggered
bond length order parameter defined as y(̅t) = (−1)n[yn−1(t) +
2yn(t) + yn+1(t)]/4 and the charge density order parameter ρ̅(t)
= 1 − [ρn−1(t) + 2ρn(t) + ρn+1(t)]/4 is shown in Figure 2a and
Figure 2b, respectively. These mean quantities are used in order
to enable a better visualization of the dynamical process.
Initially, the polaron is located at the 25th site, whereas the
exciton is positioned around the site 125. This separation
guarantees that both structures initially act as independent
particles. In the beginning of the simulation, the fast response
of the polaron to the applied field of 2.0 mV/Å is clearly
perceived. Before 25 fs, the charged structure is impelled by the
electric field toward the exciton, whose position, in its turn, is
only randomly affected by the lattice vibrations due to the fact
that this structure presents no net charge. Before the collision,
the polaron dynamics occurs as previously described in the
literature.43 The main result obtained for this simulation
concerns the product of the reactive mechanism between the
polaron and the exciton. At approximately 375 fs the structures
collide generating a nearly complete disappearance of the
polaron. This process gives rise to a final state where only the
exciton remains in the lattice, although slightly modified due to
the phonons arising from the collision.
One can confirm the aforementioned results by analyzing the

charge density behavior, as shown in Figure 2b. The
disappearing of the polaron after the collision is confirmed by
the spreading of its charge over the chain at around 380 fs.
Note that this time agrees with the vanishing of the lattice
distortion signature of the structure presented in Figure 2a,
therefore showing that the coupling between the lattice and
charge is no longer present. The exciton, on the other hand,
remains stable, as no oscillation of charge is observed for this
neutral structure. This fact reaffirms the greater stability of the

Figure 1. Schematic diagram of energy levels for a polymer chain
containing a polaron and an exciton.
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exciton compared to the polaron, a result that is widely
reported in the literature.18

A last feature worthy to be mentioned for this set of
simulations is that a similar pattern of disappearing polarons is
observed for collisional processes carried out at higher
temperatures and same electric field strength. For temperatures
of 125, 150, 175, 200, 225, 250, 275, and 300 K, the collision
between the exciton and the polaron resulted in a final state
where only the exciton is present in the lattice. These results
suggest that the dissociation of the polaron is, indeed, a phonon
assisted process, which is an expected fact from the
phenomenological point of view.
On the route of obtaining the phase transition temperature

for the products of the collisional process between a polaron−
exciton pair, we consider 50 K for the thermal regime,
maintaining all the remaining parameters unchanged. Figure 3a
presents the lattice distortion profile of the polaron−exciton
collision in this case. The first feature worthy to be mentioned
is that, although the precollision process remains apparently
unaffected from the qualitative point of view, the mean velocity
of the polaron is considerably increased, as can be deduced
from the slope of the particle’s trajectory. This increase of
velocity results in a sooner collision at approximately 225 fs,
when compared with the 100 K situation. The fact that
temperature negatively affects the charge carriers mobility is
related to the fact that the competition between the systematic
drift imposed by the electric field and the random vibration
originated from thermal excitations is diminished in favor of the

former. Therefore, the particle presents a smoother, and
consequently faster, path through the lattice. The most
strikingly important result, however, is related to the final
product of the collisional process. One can clearly see, in Figure
3a, that two different well-defined localized lattice distortions
arise from the collision. Each lattice defect can be associated
with one of the initial structures, i.e., a polaron and an exciton.
It can be seen that, in the present case, the polaron directly
passes through the exciton, maintaining its integrity.
The mean charge density time evolution profile for the 50 K

collisional system is presented in Figure 3b. Through this figure
we can confirm that, in this lower temperature regime, the
polaron remains stable even after the collision. One can see that
the charge spreading reported in Figure 2b is not present in
Figure 3b. Moreover, the charge of the polaron remains
strongly coupled to its lattice distortion, as can be inferred by
the coincidence between the traits in Figures 3a and 3b. Thus,
these results suggest that, for 2.0 mV/Å, a thermal regime of 50
K conducts to a final state in which both the polaron and the
exciton are stable structures. It is also important to note that,
for this electric field strength, the same pattern is observed for
smaller temperatures.
At this point, it should be emphasized that this so-called

temperature phase transition on the final state is also electric
field dependent. If one consider another electric field values, a
shift in this critical temperature value is observed. Particularly,
we observed that for electric fields of 0.5, 1.0, and 1.5 mV/Å,
temperatures higher than 150 K resulted in the dissociation of

Figure 2. (a) Staggered bond length and (b) mean charge density time evolution for the polaron−exciton pair collisional process subjected to an
electric field strength of 2.0 mV/Å and a temperature regime of 100 K.

Figure 3. (a) Staggered bond length and (b) mean charge density time evolution for the polaron−exciton collisional process subjected to an electric
field strength of 2.0 mV/Å and a temperature regime of 50 K.
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the polaron, similarly to that shown in Figure 2. On the other
hand, temperatures smaller than 150 K induce a final state in
which, similarly to Figure 3, both the polaron and the exciton
are present.
In order to further investigate the formation of different

products, we finish this subsection by performing an analysis of
the occupation number. Figure 4 presents the time evolution of

the occupation number for the channel 1, in which the
collisional process at 100 K is considered, and for the channel 2,
where the thermal regime is 50 K. Note that whereas channel 1
(red lines) consists on the time evolution for the intragap levels
related to Figure 2, channel 2 (black lines) is an analogous
representative of Figure 3. Taking Figure 1 into consideration,
one can clearly see that in the case of channel 1 the polaron
dissociation is directly related to the returning of the energy
levels to the valence and conduction bands. The behavior of the
energy levels follows the pattern previously reported in our
recent works.6,39

Collision between Bipolaron and Exciton. We now turn
our attention to the collisional process between a positive
bipolaron and an exciton. Figure 5 presents the schematic
diagram of energy levels for a polymer chain containing these
structures. Note that the bipolaron is represented by the
absence of two electrons in HOMO−1 and LUMO+1 levels,

thus yielding a +2e net charge. The exciton, on the other hand,
is represented exactly as in the case of Figure 1.
Using the same parameters previously discussed, we now

consider the bipolaron−exciton pair collision under effect of an
electric field strength of 1.0 mV/Å and at a 100 K thermal
regime. In this case, the bipolaron is initially positioned at the
125th site, whereas the exciton is at site 25. Figure 6a presents
the time evolution for the lattice distortions. The lattice
vibrations, imposed by the temperature effects, disturbs the
system in such a level that the electric field is not able to drive a
considerable velocity for the charge carrier. In this way, the
bipolaron moves through the lattice performing a random walk
dynamics imposed by the lattice fluctuations and the collision
takes place at around 700 fs. After the structures begin to
interact their wave functions interact strongly, giving rise to a
mixed transition structure that is observed until about 850 fs.
The recombination process is concluded with the formation of
two different self-localized structures from this transition state.
It can be clearly seen that the lattice distortion profile of the
emerging structures appear to be different from the initial ones.
In order to unequivocally determine the nature of the

products that arise from the collisional process, we resort to the
time evolution profile of the charge density, as shown in Figure
6b. Indeed, we observe two distinct structures that follow
exactly the path described by the lattice distortion. Also, by
analyzing the charge density profile, one can conclude that each
one of these structures are localized excitation that consists on
the coupling of three charged quasi-particles: two originated
from the bipolaron and one from the original exciton. Also,
considering the distortion pattern, one concludes that the
product of the bipolaron−exciton collision under this electric
field and temperature regimes is a pair of trions, i.e., localized
excitations consisting on the combination of three charged
quasi-particles. The two new self-localized electronic states
formed after the collision process can also be named “excited
polarons”. In fact, the excited polaron is equivalent to a charged
trion, as can be inferred from their electronic states. In the
electronic spectrum of a finite polymer chain containing a trion,
there are two localized energy levels in the gap. This is
analogous to the energy levels configuration for the exciton, as
shown in Figure 1. For the negative trion, the lower level
(HOMO) is occupied by one electron and the upper one
(LUMO) by two; for the positive trion, the LUMO is occupied
by one electron and the HOMO level is empty. Considering a
positive trion, for example, when an electron located in the
LUMO level moves to the HOMO, a photon can be emitted
and the trion decays into a normal polaron. Furthermore, as a
three-particle system, the trion possesses a larger binding
energy and a deeper lattice distortion than the polaron does, as
can be seen in Figure 6a.
The systematic set of simulations performed (but not

presented for the sake of brevity) in this work allowed us to
conclude that for electric fields between 0.5 and 1.5 mV/Å all
temperature regimes yielded the same products from the
bipolaron−exciton collisional process, i.e., a pair of trions.
Therefore, in the search of different products, we considered
the collision between the bipolaron and the exciton subjected
to a electric field strength of 2.0 mV/Å. Even at this regime, the
same kind of products presented in Figure 6 are achieved for
temperatures smaller than 100 K. For this critical value,
however, a whole different situation is observed as can be seen
in Figure 7. In this case, the bipolaron is initially positioned at
the 25th site and the exciton at the 125th site. The higher

Figure 4. Time evolution of the occupation number of the intragap
energy levels. The red lines represent the channel 1 (100 K), and the
black lines represent the channel 2 (50 K).

Figure 5. Schematic diagram of energy levels for a polymer chain
containing an bipolaron and an exciton.
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electric field value induces a much sooner collision that takes
place at around 300 fs.
Figure 7a shows that, after the collision, two self-localized

lattice distortions with fairly different mobilities are present in
the lattice. This is blatantly different from the results presented
in Figure 6, in which the two arising trions perform an almost
parallel path after the bipolaron−exciton annihilation. Also, the
difference in the blurring of the figure related to each structure
is another important indication of the difference in nature of
each component of the reactive product. A more precise
definition on the nature of the quasi-particles is given by the
analysis of Figure 7b, which presents the mean charge density
profile. Through an investigation of the typical responses to the
applied electric field, the charge density values, and the
dynamics pattern for the charge carriers in conjugated
polymers, as reported in the refs 6 and 43, we can conclude
that the more charged structure is a polaron, whereas the one
with smaller field response is a polaron−exciton.
Figure 8 shows the occupation number time evolution for the

case in which a polaron and a polaron−exciton are the final
states after the recombination process. Besides the partial
transfer between LUMO and LUMO+1 levels, it is observed a
whole electron transference from HOMO to HOMO−1 level.
These final states are the typical signature of the products
observed for this regime. By observing first few 10 fs of Figure 8
very carefully, one can see that the occupation number of the
LUMO level sharply decreases from 1 to 0, while at the same

time the occupation number of LUMO+1 sharply increases
from 0 to 1. Furthermore, it is possible to note that this process
occurs at other times during the first 200 fs. This change in
occupation number reflects the fact that these two levels
interchange positions. The exchange of the energy levels also
occurs with the HOMO levels. However, after 400 fs, the
energy levels exchange is no longer energetically favorable
mainly due to the interplay between the electric field,
temperature, electron−electron interactions, and the coupling
between the bipolaron and the exciton when they begin to

Figure 6. (a) Staggered bond length and (b) mean charge density time evolution for the bipolaron−exciton collisional process subjected to an
electric field strength of 1.0 mV/Å and a temperature regime of 100 K.

Figure 7. (a) Staggered bond length and (b) mean charge density time evolution for the bipolaron−exciton collisional process subjected to an
electric field strength of 2.0 mV/Å and a temperature regime of 100 K.

Figure 8. Time evolution of the occupation number of the intragap
energy levels.
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collide. A similar behavior has beeb recently reported in the
literature.44

The stability of the quasi-particles can be well described by
the analysis of the energy levels time evolution. We finish our
discussion by presenting, in Figure 9, the time evolution profile

for the intragap energy levels for the cases shown in Figure 7.
As can be seen from Figure 9, at the beginning there are four
intragap levels, which are localized electron states caused by the
presence of the bipolaron and the exciton in the lattice.
According to their wave functions, we know that the purple and
red lines correspond to the positive bipolaron levels HOMO−1
and LUMO+1, while the green and blue levels are related to the
exciton HOMO and LUMO, respectively. Before the electric
field is applied and in the absence of temperature effects, the
two bipolaron intragap levels and the two exciton intragap
levels are degenerate, which means that the ground state
solution for a chain containing a bipolaron and an exciton is
initially degenerated, as reported in ref 12. However,
considering the dynamical process, the degeneracy is removed
by the first few femtoseconds of simulation due to temperature
effects and the presence of an external electric field.
Furthermore, when the bipolaron approaches the exciton, the
interaction between them can also remove the degeneracy.
Regarding the temperature influence on the degeneracy
breaking, the equation for the hopping integral, showed in
the previous section, takes into account the lattice displace-
ments (yn) in order to calculate the hopping integrals between
neighboring sites. These lattice displacements are randomically
changed at each time step (dynamic disorder) when thermal
effects are considered due to the action of thermal random
forces, consequently causing random changes in the hopping
integral values. Since the new eigenstates are obtained by
diagonalizing the electronic part of the Hamiltonian at each
step and this Hamiltonian matrix is exactly composed by the
hopping integral values, the eigenstates will be different at each
time step, which leads to the degeneracy breaking. Thus, the
recombination process between the bipolaron and the exciton
is noted to take place at approximately 300 fs, when the LUMO
+1 and HOMO−1 levels move to the valence and conduction
band, respectively, whereas the HOMO and LUMO+1 levels
move toward the midgap region. Also, the resulting phonons
produced from the recombination process are represented by
the deeper oscillations of the energy levels inside the band gap.
The final configuration of the energy levels shows a physical
picture where both initial structure are substituted by a polaron

and a polaron−exciton after the interaction between the
original particles.

■ SUMMARY AND CONCLUSIONS

We have investigated the intrachain recombination process
between two different charge carriers (polaron and bipolaron)
and an exciton in conjugated polymers. The main goal was to
find critical values of temperature that induced different
products from the collisional process between the quasi-
particles. It is shown that, unlike recently proposed at absolute
zero temperature, in the case of polarons colliding with
excitons, a spin-independent mechanism is obtained when
temperature effects are included. This fact demonstrates the
importance of considering such effects when describing the
recombination process in a more realistic fashion. We
performed a thorough description of the polaron exciton
collision and determined the critical temperature for obtaining
the integrity of the original polaron. We have also found this
critical temperature value to be strongly field strength
dependent. Regarding the intrachain recombination between
a bipolaron and an exciton, two different regimes were also
found. For low electric fields and temperatures, the products of
the collision were two trions. Otherwise, a final state composed
of a polaron and a polaron−exciton is observed.These results
on obtaining critical values of controlled parameters for yielding
different final states are crucial for mastering the technique of
obtaining devices with the desired type and density of charge
carriers. Therefore, this knowledge can be useful to improve the
performance of organic based electronic devices such as
polymer light-emitting diodes.
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The influence of different charge carrier concentrations on the recombination dynamics between

oppositely charged polarons is numerically investigated using a modified version of the Su–Schrieffer–

Heeger (SSH) model that includes an external electric field and electron–electron interactions. Our findings

show that the external electric field can play the role of avoiding the formation of excited states (polaron–

exciton and neutral excitation) leading the system to a dimerized lattice. Interestingly, depending on a suitable

balance between the polaron concentration and the electric field strength, the recombination mechanism

can form stable polaron–excitons or neutral excitations. These results may provide guidance to improve the

electroluminescence efficiency in Polymer Light Emitting Diodes.

I. Introduction

Polymeric materials are now the focus of intensive research in
order to expand the current knowledge about the science and
technology of some optoelectronic devices, such as Polymer
Light Emitting Diodes1 (PLEDs) and Organic Solar Cells2

(OSCs). By presenting unique traits, these materials are favor-
able to the development of cheaper and more efficient devices
than their inorganic counterparts. In fact, for PLEDs the
polaron recombination mechanism forming excited species is
recognized as one of the most important physical processes to
be fully understood in order to improve the electrolumines-
cence yield in organic semiconductors. In this sense, relevant
effort has been made to provide guidelines to the understand-
ing of this mechanism in polymer based materials.3–12 None-
theless, a detailed investigation about the impact of the
polaronic concentration on the charge recombination process,
albeit crucial, has not yet been performed and, therefore,
requires further investigations.

Recently, Sun and Stafström used the Su–Schrieffer–Heeger
(SSH) model to simulate the recombination process between an
oppositely charged polaron pair in two coupled conjugated
polymer chains.13 Their results show that the spin-dependent
recombination mechanism can form an exciton or a bound
interchain polaron pair depending on the interchain coupling

and the external electric field strength. An et al.14 and Li et al.15

have also investigated the polaron recombination mechanism
in the scope of a tight-binging approach. In general, their
findings show that the external electric field can play an
important role in the polaron–exciton formation through the
scattering of two oppositely charged polarons. For field strengths
smaller than 0.2 mV Å�1, the two polarons recombine directly in
a neutral excited state. Considering field strengths that lie in the
range of 0.2–1.2 mV Å�1, the polarons scatter into a pair of two
independent particles that are composed of a mixed state of
polarons and excitons (polaron–excitons). Li and colleagues also
briefly discuss the effect of electron–electron (e–e) interactions
on the recombination dynamics between two oppositely charged
polarons. They have reported that, for the products, a triplet
exciton is much more energetically stable than a singlet one in
the presence of on-site repulsions. Lei and collaborators have
investigated the spin polarization effect on the formation of
excited states via intrachain recombination of a polaron pair in
conjugated polymers, using a version of the SSH model modified
to include an external electric field and Coulomb interactions.16

Their results have pointed out that, neglecting e–e interactions,
the yield of total excitons is independent of the spin orientation
of the polaron pair. Moreover, the presence of e–e interactions
shows a depression in the yield of singlet excited states in cases
where the spin configuration between the polaron pair is not
spin-parallel. As reported by Lei and collaborators, the e–e
interaction strength does not change the content of the products
formed from the recombination mechanism between two oppo-
sitely charged polarons, with spin-parallel or spin-antiparallel
configuration, at all. Thus, in the present work, we can expect
that relatively moderated variances in the e–e strength will not
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change the final products formed after the collision between
the polarons. Very recently, our previous research studies have
shown that impurity levels17 and temperature effects18 can
change dramatically the recombination dynamics between
two oppositely charged polarons. When influenced by impuri-
ties, the polaron–exciton formation also occurs for weak electric
field strengths. The impurity levels can significantly improve the
excitation yield in order to facilitate the polaron–exciton forma-
tion. Regarding the temperature influence on the recombination
process, the results show that there are two possible channels in
which (1) a neutral excitation is directly formed for temperatures
below a critical regime and (2) a dimerized lattice is the final
product of the collisional process for temperatures higher than
the critical value.

From the results of all aforementioned research studies, one
can see that further investigations of the polaron recombina-
tion mechanism, mainly considering the impact of the polaron
concentration on the excited state formation, are strongly
desired. We can see that the previous work in the literature
usually deals with the interaction of a single pair of quasi-
particles. As features such as electron–electron interactions as
well as impurities showed a major influence over the final
products of the system, one can readily conclude that the effect
of different carrier concentrations is also a crucial issue,
particularly when it is desired to study the behavior of the
system in a more realistic physical situation.

In this manuscript, the impact of the charge carrier concen-
tration on the intrachain recombination dynamics between
oppositely charged polarons in conjugated polymers is numerically
investigated considering the influence of an external electric field
and Coulomb interactions. In the scope of a one-dimensional
tight-binding approach, an Ehrenfest Molecular Dynamics is
carried out in order to combine the Extended Hubbard Model
and a modified version of the SSH model. The present investiga-
tion is aimed to provide a more realistic physical picture about the
products formed after the recombination process by considering
the concentration effects on the formation of excited states, which
may provide guidance to improve the internal quantum efficiency
in PLDEs.

II. Methodology

The model Hamiltonian is given by H = HSSH +Hee. The first part
in this equation is the SSH-type Hamiltonian19,20 modified to
include an external electric field and the Brazovskii–Kirova
symmetry-breaking, in order to simulate a conjugated polymer
chain with periodic boundary conditions. The SSH hamiltonian
assumes the form

HSSH ¼ �
X
n;s

tn;nþ1C
y
nþ1;sCn;s þ h:c:

� �
þ
X
n

K

2
yn

2 þ
X
n

pn
2

2M
;

(1)

where n labels the chain sites. Here, yn � un+1 � un in which un

is the lattice displacement of a particular site. pn is the
conjugated momentum to un, K is the harmonic constant for

a s bond and M is the mass of a CH group. The operator C†
n,s

(Cn,s) creates (annihilates) a p-electron with spin s at the nth
site. tn,n+1 = e�igA(t)[(1 + (�1)nd0)t0 � ayn] is the transfer integral,
where t0 is the transfer integral of a p-electron between neigh-
boring sites in the undimerized chain, a is the electron–phonon
coupling, and d0 is the Brazovskii–Kirova symmetry-breaking
term.21 g � ea/(�hc), with a being the lattice parameter, e the
absolute value of the electronic charge, and c is the speed of
light. The external electric field is introduced in the model
through the time-dependent vector potential, in which E =
�(1/c)

:
A.22 The last term in the model Hamiltonian denotes the

contribution of the Coulomb interactions and can be written as

Hee ¼ U
X
i

C
y
i;"Ci;" �

1

2

� �
C
y
i;#Ci;# �

1

2

� �

þ V
X
i

ni � 1ð Þ niþ1 � 1ð Þ;
(2)

where ni = C†
i,mCi,m + C†

n,kCi,k, and U and V are the on-site and
nearest-neighbor electron–electron repulsion strengths, respec-
tively.23 The parameters used here are recognized as standard
and have the following values: t0 = 2.5 eV, M = 1349.14 eV �
fs2 Å�2, K = 21 eV Å�2, d0 = 0.05, a = 4.1 eV Å�1, and a = 1.22 Å. These
values have been used successfully in previous simulations.24–30

The lattice backbone dynamics is described in a classical
approach by a Newtonian equation Mün = Fn(t). Where,

Fn(t) = Mün(t) = �K[2un(t) � un+1(t) � un�1(t)]

+ a[Bn,n+1(t) � Bn�1,n(t) + Bn+1,n(t) � Bn,n�1(t)]. (3)

Fn(t) represents the force experienced by a particular site n.
Here, Bn;n0 ðtÞ ¼

P
k;s

0
c�k;s n; tð Þck;s n

0; tð Þ is the term that couples the

electronic and lattice parts of the model Hamiltonian.31 The
primed summation represents a sum over occupied states.
Eqn (3) can be numerically integrated using the method

un(tj+1) = un(tj) + :
un(tj)Dt, (4)

_un tjþ1
� �

¼ _un tj
� �
þ
Fn tj
� �
M

Dt: (5)

In its turn, the time evolution of the electronic part is performed
by solving the time-dependent Schrödinger equation (TDSE). The
wave functions are constructed by means of a linear combination
of instantaneous eigenstates of the electronic Hamiltonian. In this
way, the solutions of the TDSE can be put in the form

ck;s n; tjþ1
� �

¼
X
l

X
m

f�l;s m; tj
� �

ck;s m; tj
� �" #

� e �ielDt=�hð Þfl;s n; tj
� �

;

(6)

where {fl(n)} and {el} are the eigenfunctions and the eigenva-
lues of the electronic part for the Hamiltonian at a given time tj,
respectively.32 At time tj the wave functions {ck,s(n,tj)} are
expressed as an expansion of the eigenfunctions {fl,s}:

ck;s n; tj
� �

¼
PN
l¼1

Cs
l;kfl;sðnÞ, in which Cs

l,k are the expansion coeffi-

cients. Thus, the occupation number for each eigenstate fl,s is
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Zl;s tj
� �
¼
P
k

0
Cs

l;k tj
� ���� ���2, which provides useful information

about the redistribution of electrons among the energy levels.

III. Results and discussion

The main focus of the present work is to investigate the
combined effects of different charge carrier concentrations
and electric field values over the products of polaron scattering.
In order to do so, we make use of polymer chain lengths of 200,
400, 600, 800, and 1000 sites, depending on the number of
charge carriers initially present. Accordingly, we considered 2,
4, 6, 8, and 10 polarons as the initial state of the system and
investigated the dynamics of these quasi-particles subjected to
electric field strengths ranging from 0.1 to 2.0 mV Å�1 with an
increment of 0.1 mV Å�1. In order to better consider interaction
between the quasi-particles we included electron–electron
correlation through the extended Hubbard formalism with
U = 1.0 eV and V = U/3, in accordance with values recently used
in the literature.33–39

We begin our discussion by presenting schematic diagrams
of the energy levels for the different initial configurations
considered in our work. In Fig. 1, ‘‘H’’ stands for the Highest
Occupied Molecular Orbital (HOMO) level, ‘‘H � 1’’ is the level
immediately below it and so on. Analogously, ‘‘L’’ represents
the Lowest Unoccupied Molecular Orbital (LUMO) level, ‘‘L + 1’’
the next one and so forth. Fig. 1(a) to (e) show how 2, 4, 6, 8, and
10 polarons were created in each particular chain by placing the
electrons (represented by arrows) in the corresponding levels.
The dynamics is carried out through a time evolution starting

from the initial state described by Fig. 1. In all the cases we
simulated initial carriers with opposite charges, so that colli-
sions would take place when the electric field is turned on.
From the experimental point of view, it is known that the
generation dynamics of polarons from relaxed excited states
in conjugated polymers may occur through two different chan-
nels: (1) impurity induced in the absence of an external electric
field and (2) electric field induced in a pristine lattice, where
the photocarriers are charged polaron pairs created directly.40

Moreover, it is well accepted that only a small part of the excited
states generate free polarons in the absence of the electric field.
On the other hand, when the influence of such an effect is
taken into account, a substantial amount of excitons may relax
into polaronic states forming stable charge carriers, which are
useful to generate electrical current. Thus, the charge carriers
result from the field-induced dissociation of excitons, which
are primarily formed by photoexcitations. In our simulations,
the initial configuration for the charge carrier mimics a photo-
excitation mechanism followed by exciton relaxation, in which
a substantial ratio of the excited states is converted into
polaronic states. In polyacetylene lattices, at a half-filling band,
the electronic band gap is approximately 1.8 eV. It was shown
that the most probable dipole-allowed transitions are those
from ev

i to ec
i (i = 1, 2, 3), where ev

i and ec
i are the ith energy level

in valence (from the top) and conduction (from the bottom),
respectively. The transition dipole moments between ev

i and ec
i

considering i raging from 1 to 4, for example, are 11.6, 11.1,
10.4, and 9.5 eÅ, and their transition energies are 1.76, 1.78,
1.81, and 1.85 eV, respectively.29 Therefore, the numerical
procedure adopted here, to generate the initial configuration,
can represent fairly well the photoexcitation mechanics and

Fig. 1 Schematic representation of the energy levels for systems with different densities: (a) 2 polarons, (b) 4 polarons, (c) 6 polarons, (d) 8 polarons, and
(e) 10 polarons. ‘‘CB’’ and ‘‘VB’’ stand for the conduction and the valence band, respectively.
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the subsequent exciton relaxation in order to generate free
polarons.

Before we discuss the actual product nature of the polaron
scattering, it is interesting to perform a general qualitative
discussion on the influence of the carrier concentration on
the product formation mechanism. In order to do so, we
investigate the 0.5 mV Å�1 electric field induced dynamics of
systems composed of the initial states presented in Fig. 1. Fig. 2
shows the staggered bond-length time evolution for this field
strength, considering all different concentrations from 2 polar-
ons in part (a) up to 10 polarons in part (e). The first feature the
lattice distortion patterns suggest is that the product formed
after the collisional process is strictly dependent on the initial
polaron concentration. This can be inferred from the different
shapes and patterns of the structures that arise from the
scattering of the initial quasi-particles. As it will be further
discussed, these systems can present very different products
even when the same initial carrier concentration is considered.
Moreover, as the charge carrier density (NQP/n), in which NQP is
the number of quasi-particles and n is the number of sites, is
exactly the same, one can conclude that the products formed
after the collisional process are concentration dependent
instead of density dependent. In this work, the term ‘‘concen-
tration’’ stands for a measure of the number of structures
present in each chain, regardless of its length.

It is well known that two acoustic polarons with the same
charge and antiparallel spins can recombine to form an acoustic
bipolaron. These structures are spinless charge carriers and
possess charge �2e. Bipolarons can be created in organic-
based materials when the charge injection or the photoexcitation
mechanism results in a large concentration of polarons.
Recently, Di et al. have investigated the combination and scatter-
ing of two polarons with same charges and or antiparallel spin in
conjugated polymers in the framework of a tight-binding
approach.7 Their results have shown that collisions between
polarons with the same charge and parallel spin are essentially
elastic due to strong Pauli repulsion, whereas the combination
between the polarons with the same charge and antiparallel spin
generates a singlet bipolaronic state. To enable the bipolaron
formation, the charge carriers with the same sign should accu-
mulate in a certain region of the lattice. Thus, in the studies
performed by Di et al., a conjugated polymer lattice with fixed
ends was used in order that the polarons were accumulated at
one of the extremities of the polymer. Note that, in our simula-
tions, due to the periodic boundary conditions and concen-
tration of polarons with opposite charge, the accumulation of
polarons with the same charge in a certain region of the lattice is
not favored. Moreover, the polarons with the same charge signal
have spin parallel configuration (Fig. 1), which avoids the
recombination between them to form new charged species.

Fig. 2 Staggered bond-length time evolution for an electric field strength of 0.5 mV Å�1 for all the initial states in Fig. 1.
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Therefore, we cannot expect the formation of bipolarons in the
present work.

Fig. 3 depicts the time evolution of the mean charge density
related to the cases presented in Fig. 2, where the figure labels
are in connection with the cases just presented. By analyzing
the mean charge density profile one can strictly assess the
nature of the products. In Fig. 3(a), in which two polarons are
initially considered, we observe a pair of polaron–excitons
arising after the first collision, but a quasi-neutral excited state
is also observed as the final state after the second collision. In
other words, this quasi-neutral state is the final product of the
collision between oppositely charged polaron–excitons, which
work as complex products. Fig. 3(b) shows the collision
between four polarons, giving rise to neutral excitations and
also to polaron–excitons. Note that the first collision between
the two inner polarons gives rise to a pair of polaron–excitons
that subsequently collide with the two remainder outer polar-
ons. After that, the collision between the polarons and the
formed polaron–excitons forms two neutral excited states. This
means that a recombination process between a charged state
and a charged excited state tends to form only one neutral
excited state. Interestingly, for the higher concentration regimes,
Fig. 3(d) and (e), mixed final states between polaron–excitons
and neutral excitations are achieved. For higher concentrations,
one can see that it is difficult to distinguish between the nature

of the products, but a general pattern is to observe that collisions
at higher concentrations tend to favor the formation of polaron–
excitons over neutral excitations. This pattern is confirmed by
observing that, whereas in Fig. 3(a) the presence of neutral
excitations is dominant, when the higher concentration cases
of 3(d) and (e) are considered, one observes a higher ratio of
polaron–excitons to neutral excitons. It should also be noted that
the high degree of symmetry observed for small concentrations
is lost for systems with a higher number of initial carriers, as
shown in Fig. 3(c) to (e). This is mainly due to the higher amount
of phonon states that is observed in these situations, and it is in
close relation to the observed polarons.

It is worth mentioning here that the dissipative dynamics of
polarons in conjugated polymers can be considered by includ-
ing a damping term, a feature missing in the present work.
Furthermore, the electric field is adiabatically turned on, reach-
ing its full strength at about 75 fs, and is not turned off in these
simulations. Thus, the polaron cannot lose its energy, at least
before the collision process. Recently, the polaron dissociation
in an organic molecule was theoretically investigated in the
presence of dissipation.41 It was shown that the polaron’s
velocity is inversely proportional to the damping, which means
that the relation between mobility and temperature is a power
law. The damping term can suppress the step-like behavior of
the polaron’s velocity with regard to electric fields. Moreover, it

Fig. 3 Mean charge density time evolution for an electric field strength of 0.5 mV Å�1 for the cases shown in Fig. 2.
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was obtained that, in the presence of a dissipative term, the
threshold field that dissociates a polaron is reduced. As the
main goal in this work is to figure out the possible products
formed after the recombination mechanism between several
oppositely charged polarons, we should ensure that these
charge carriers might keep its integrity until the moment of
the collision. So, the polaron dissipation mechanism is avoided
in this work.

Another interesting manner to investigate the nature of the
final states of the collisional process, as well as its evolution, is
the study of its energy levels. It is well known that neutral
excitations are more stable structures than the charged excita-
tions. As a consequence, the energy levels related to the neutral
excitations are positioned deeply inside the band gap, whereas
the levels associated with the charged carriers and charged
excitations lie in the band gap in regions closer to the valence
and conduction bands.13,17 In this way, Fig. 4 confirms the
previous discussion on the concentration dependence of the
final products of the collision. The several levels inside the gap
at the beginning of the simulation are a typical fingerprint of
the presence of polarons. In this figure, the difference in
creation time of the final structures is quite clear. Also, the
presence of the neutral excitations can be easily noted in
Fig. 4(a) and both the neutral excitation and the polaron–
exciton in Fig. 4(b). For the other concentrations, the mixture
between neutral excitation and polaron–exciton states is

strongly presented by the entanglement of the energy levels
in the final part of the simulation. However, the dominant
presence of states near the conduction and valence band inside
the energy gap is an indication that, for systems of higher
densities, the polaron–exciton formation is stimulated.

After discussing the results of different products depending
on the concentration of charge carriers, we now turn our
attention to a particular collision between three negative and
three positive polarons subjected to an electric field strength of
0.6 mV Å�1 in a 600 sites polymer chain. Fig. 5(a) presents the
bond-length and Fig. 5(b) depicts the mean charge density time
evolution of the system. Apart from the higher electric field

Fig. 4 Energy level time evolution for the systems shown in Fig. 2.

Fig. 5 (a) Staggered bond-length and (b) mean charge density time
evolution for an electric field strength of 0.6 mV Å�1 of a polymer chain
in the presence of three polaron-pairs.
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applied, this situation is analogous to the simulation presented
in Fig. 2(c) and, nevertheless, one can see that the formed
products are quite different. After several mutual collisions,
the final state is composed of polaron–exciton and neutral

excitation states. This behavior is completely different to the
results presented in Fig. 3(c), in which the final state is
dominated by neutral excitations. Therefore, one should con-
clude that, similar to higher concentrations, higher electric

Fig. 6 Time evolution of (a) HOMO and (b) LUMO levels of the initial states presented in Fig. 2.
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field values also play the role of shifting the equilibrium
towards the formation of more polaron–excitons rather than
excitons.

Fig. 6 presents the time evolution of the (a) HOMO and (b)
LUMO levels relative to the systems presented in Fig. 2. A quick
glimpse to the figures allows one to observe the complement-
arity of the occupations between HOMO and LUMO levels. In
other words, each HOMO level gains whatever fraction of
electrons lost by the corresponding LUMO and vice versa. After
around 150 fs of simulation, Fig. 6(a) shows that the electron
begins to leave HOMO towards other energy levels. A similar
pattern is observed for the LUMO in Fig. 6(b). As a general rule,
it can be said that the simulations with higher concentrations
present the lowest occupation of the LUMO and the highest
occupation of the HOMO. This is directly connected to the
higher concentration of polaron–exciton that results from these
collisional processes. As a practical example, if one follows the
line corresponding to the initial 10 polarons case, it is clear that
although the LUMO presents a relative small occupation, it is
emptied in a slower pace when compared to cases with smaller
concentrations. This happens because the large number of
carriers causes a rather complex succession of collisions that
yields a final stable state at a longer time. It is worth mention-
ing here some important aspects regarding the final electronic
occupation for the energy levels and the energy of the phonons
after the collision process. In the relevant work performed by
Sun and Stafström,42 it was shown that the charge distribution
in higher levels inside the conduction band is mostly due to the
energy excess of the electron, provided by the energy level
offset, in the exciton dissociation mechanism developed by

them, i.e., the charge may occupy the LUMO + 8 even in the
absence of an external electric field. Note that, for the results
reported in the present manuscript, there is no exciton dis-
sociation mechanism, instead, there is a recombination mecha-
nism between oppositely charge carriers, which may contribute
to the formation of excited states. Considering now the energy
released in the collision process and the subsequent generation
of phonons, studies performed by An et al. shown that, for
electric field strengths higher than 1.2 mV Å�1, the two oppo-
sitely charged polarons will break into irregular lattice vibra-
tions after their collision. At the same time, the electron–hole
localized in the lattice defects become free charges, where the
electron and the hole move for different sides of the lattice
driven by the electric field. In this case, no neutral excitation is
formed (as can be inferred from the results presented in Fig. 5).

We finish our discussion by presenting the most important
results of this work in Fig. 7, which is an extension of the
analysis performed in the previous figures for other values of
electric field strengths. Fig. 7(a) presents the sum of all the
LUMO levels in the gap as a function of the applied electric field
for all the simulated concentrations. Fig. 7(b) is the equivalent
figure for the HOMO. Thus, Fig. 7 consists of a useful tool to
summarize our results besides providing new important results
concerning the electric field dependence of the collision pro-
ducts. The first interesting feature of Fig. 7 regards the definition
of a critical electric field value of 1.0 mV Å�1, above which, for all
the simulated systems, a pristine lattice is obtained as the final
state of the system. One can see that, for all values of electric
fields greater than 1.0 mV Å�1, all the LUMO levels are back to
the HOMO position, thus resulting in a lattice free of defects.

Fig. 7 Occupation numbers for the LUMO (a) and HOMO (b) levels for all the configurations of Fig. 6 with different electric field strengths.
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In other words, for electric fields higher than this critical value,
no exciton nor polaron–excitons are present as the final state of
the system. This is a consequence of the high energy that these
electric field strengths impose on the system. The amount of
energy is enough to dimerize the chain, thus yielding the neutral
final state. As already discussed, for electric field strengths
between 0 and 1.0 mV Å�1, a mixed final state between excitons
and polaron–excitons is achieved. The relation between the
HOMO and the LUMO also allows one to confirm the aforemen-
tioned hypothesis that with higher the concentrations, more
polaron–excitons are formed compared to neutral excitations.
This can be confirmed by the evaluation of the total HOMO/
LUMO ratio which shows that intermediate occupation is domi-
nant for higher concentrations. This, again, is in accordance
with the polaron–exciton presence picture. Therefore, the neutral
excitation to polaron–exciton ratio depends directly on the final
quantity of electrons in the LUMO (in relation to the HOMO).
This dependence is observed to be a function of the initial
charge carrier concentration. In the studies reported by An
et al.14 and Lie et al.16 the yield of the possible products formed
from the recombination process between two oppositely charged
polarons has been reported. An and coworkers have shown that
the yield of the neutral excitation firstly increases with the
electric field strength, reaching its maximum value (B47%) for
0.6 mV Å�1.14 For field strengths higher than this critical value,
the yield for the neutral exciton decreases reaching (B35%)
1.0 mV Å�1. Lei and collaborators have reported that the total
yield of excitons can reach at most 33.5% for an electric field
strength of 0.5 mV Å�1, which indicates that it is not a complete
annihilation of the polaron pair.16 Moreover, their results have
shown that, for a collision of spin antiparallel polarons, the yield
of singlet excitons reaches the maximum. In such case, the yields
of singlet and triplet excitons are the same, and each is about
16.75%. Just for the sake of information, very recently our
previous research has shown that the presence of the tempera-
ture effects may increase the yield of neutral excitations to about
95%, considering a temperature regime ranging from 50 to 160 K
for a field strength of 1.5 mV Å�1.18 These results give us a good
insight into the products formed after the recombination
dynamics between a polaron pair for different concentrations
of charge carriers. We can conclude that, for electric field
strengths smaller than 0.6 mV Å�1, the content of the products
formed after the collision process is dominated by neutral
excitations or quasi-neutral excitations. On the other hand, for
electric field strengths ranging from 0.6 to 1.2 mV Å�1, the
content of the products is dominated by polaron–excitons. It is
not difficult to conclude that for field strengths higher than
1.2 mV Å�1, the yield for the ground state reaches its maximum
value (B100%), once that all the electrons have returned to the
valence band, as shown in Fig. 7.

IV. Conclusions

In this work we investigated the influence of different charge
carrier concentrations and electric field strengths on the

recombination dynamics between oppositely charged polarons.
We were able to determine different regimes in which polaron–
excitons or neutral excitations were mainly formed from the
collisional process of different numbers of polarons. These
regimes were observed to be dependent on both the electric
field strength and on the concentration of the initial charge
carriers. Moreover, it was found that, the higher the concen-
tration of charge carriers the more probable it is to the colli-
sional process to yield polaron–excitons rather than excitons.
Furthermore, higher values of electric field also favor the forma-
tion of polaron–excitons until the critical value of 1.0 mV Å�1,
above which a dimerized chain is achieved. As actual electronic
devices present high concentration of charge carriers, this study
is of fundamental importance to the understanding of the
particular conditions in which the desired kind of quasi-
particle is to be formed. Therefore this kind of knowledge is
important to improve the performance of organic photovoltaic
devices such as Polymer Light Emitting Diodes.
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ABSTRACT: The field-induced dynamics of polarons in armchair graphene
nanoribbons (GNRs) is theoretically investigated in the framework of a two-
dimensional tight-binding model with lattice relaxation. Our findings show that
the semiconductor behavior, fundamental to polaron transport to take place,
depends upon of a suitable balance between the GNR width and the electron−
phonon (e−ph) coupling strength. In a similar way, we found that the parameter
space for which the polaron is dynamically stable is limited to an even narrower
region of the GNR width and the e−ph coupling strength. Interestingly, the
interplay between the external electric field and the e−ph coupling plays the role
to define a phase transition from subsonic to supersonic velocities for polarons in
GNRs.

Graphene-based materials1−4 have emerged in the past few
years as promising solutions to the design of a novel class

of electronic devices. This carbon-based technology is expected
to present greater efficiency, lower cost, as well as smaller
environmental impact when compared to its inorganic
counterpart for photovoltaic5 and energy storage6 applications.
The strongly covalently bound two-dimensional structure of
graphene results in unique properties such as high thermal and
electrical conductivities, excellent mechanical strength, and
reasonable transparency. Graphene nanoribbons (GNRs) are a
special kind of structure derived from specific cuts of a
graphene sheet. Besides sharing several of the interesting
properties of the two-dimensional original material system,
GNRs have, depending on the system’s symmetry, the
possibility to present a finite band gap. This feature is of
crucial importance for electronics applications. Altogether, this
makes GNRs of large interest with regards to both fundamental
aspects, such as the basic mechanisms behind charge transport,
and more applied studies related to device properties.
A great deal of theoretical7 and experimental8 efforts have

been devoted to understanding the properties involved in the
charge-transport mechanism in GNRs in order to enhance the
performance of graphene-based optoelectronic devices. Some
relevant studies have investigated the metallic-like behavior of
the electronic transport in GNRs as a function of electric field,9

temperature,10 doping,11 variable widths, and different crystallo-
graphic orientations.12 Nonetheless, investigations regarding
the semiconducting-like behavior and the possibility that the
charge transport can be described by quasi-particles are still
incipient, and further investigations that address the necessary
conditions for stability and mobility of quasi-particles in GNRs
are required.

It is well-established that low-dimensional carbon-based
conductors, in particular, the one-dimensional polymeric
system,13 present the novel property that its lattice structure
can be locally distorted to form self-trapped charged states such
as polarons. Moreover, it is known from studies of molecular
crystals that both electron−lattice interactions and the system
dimensionality are of fundamental importance to define the
polaron characteristics.14 The charge associated with the
polaron is distributed over the local deformation. It was both
theoretically15 and experimentally16 reported that the charge
carriers in GNRs are formed by more than one nonlocal lattice
structure, which are symmetric regarding the charge density
distribution and the lattice distortion degree. Interestingly, this
structure presents a collective behavior for the charge transport
in response of the applied electric field. Because all of these
properties are common to regular polarons of other types of
carbon-based conductors, we will throughout this work refer to
these quasi-particles as polarons.
In this work, the transport of polarons in armchair GNRs is

theoretically investigated in the framework of a two-dimen-
sional tight-binding model in which the electron transfer (or
hopping) integral includes the electron−phonon (e−ph)
coupling as well as the force originating from an external
electric field. Ehrenfest-like electron−lattice dynamics simu-
lations were carried out in order to investigate the polaron
behavior under different conditions of electric fields, GNR
widths, and e−ph coupling strengths. We chose this method-
ology due to its ease of implementation as well as satisfactory
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accuracy. It should be noted that, in this Letter, we are solely
concerned with adiabatic processes. When considering the
important problem of nonadiabatic transport, more sophisti-
cated dynamical methodologies, such as surface hopping
methods, should also be considered.17−19

It is the goal of this work to give a physical picture of the
polarons’ transport considering the interplay between the e−ph
coupling strength and the GNR width as well as the kinematic
regime that these properties impose on the carriers.
In order to investigate the transport of polarons in GNRs, we

have developed a two-dimensional generalization of a SSH-type
Hamiltonian,13 modified to include an external electric field

∑ ∑ ∑= − + + +
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where ⟨i,j⟩ denotes summing over nearest-neighbor sites i and j.
For the electronic part, the operator Ci,s

† (Ci,s) creates
(annihilates) a π-electron with spin s at the ith site. ti,j =
exp[−iγA(t)δ](t0 − αyi,j) is the hopping integral, where t0
denotes the hopping of a π-electron between neighboring sites
with no field present in an evenly spaced lattice, α is the e−ph
coupling constant, and yi,j is the relative displacement
coordinate between neighboring sites. The electric field E(t),
which was turned on adiabatically according to ref 20 in order
to avoid numerical errors, is included in our model by means of
the time-dependent vector potential A(t) through a Peierls
substitution of the phase factor to the hopping integral.21 This
is the simplest way of implementing electric fields consistently
with periodic boundary conditions. γ ≡ ea/(ℏc), with a being
the lattice parameter, e the absolute value of the electronic
charge, and c the speed of light. Depending on the bond type
(BT) considered, as shown in Figure 1, δ is 0.5 for BT-u, −0.5

for BT-w, and 1.0 for BT-v. The equation E(t) = −(1/c)Ȧ(t)
establishes the relation between the time-dependent vector
potential and the electric field. The lattice backbone is
described by the conjugated momentum pi,j to the displacement
coordinate of each site, the harmonic force constant K, and the
mass of a carbon atom M.
The lattice backbone dynamics is treated with a classical

approach by means of a Newtonian equation Mün = Fn(t).
Here, Fn(t) represents the force experienced by a particular
carbon atom n. The force expression is analogous to that
originally developed by Silva and co-workers.15 Moreover, this
equation can be numerically integrated according the method-
ology described in ref 22. The electron dynamics is obtained by
solving the time-dependent Schrödinger equation (TDSE). The

wave functions are constructed by means of a linear
combination of instantaneous eigenstates. Thus, the solutions
of the TDSE can be expressed as

∑ ∑ψ ϕ ψ ϕ+ = * ε− ℏt t t t t( d ) [ ( ) ( )]e ( )k i
l m

l m k m
t

l i, , ,
( i d / )
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in which {ϕl,i(t)} and {εl} are the eigenfunctions and the
eigenvalues of the Hamiltonian at a given time t, respectively.22

In this work, we have adopted the following values for the
constants, t0 = 2.7 eV and K = 57 eV/Å2.21 The e−ph coupling
α is in the range from 3.5 to 10 eV/Å, which according to the
literature corresponds to suitable values for GNRs.23 This range
for α is in very good agreement with values obtained in
experimental studies for graphene, which are 6.0 eV/Å, if the
e−ph coupling mechanisms other than the bond stretching can
be neglected.23,24 Moreover, the energy band gaps obtained in
our study (see the Supporting Information) are also in
agreement with the band gap energies for GNRs obtained
through electronic structure calculations.25,26

We report here results concerning armchair GNRs of 64 sites
length (90 Å) and with periodic boundary conditions. This
length exceeds by far typical polaron extensions and allows us
to follow the polaron motion over relatively long time periods.
Because one of the main goals of the present work is to
investigate effects of different GNR widths on the transport
mechanism, we considered several 64 × n structures, where n =
4−10 sites.
As polarons are structures that arise from the coupling

between the charge of the system and the lattice distortion, it is
crucial to accurately define this distortion through an order
parameter. In order to do so, we display below the polaron in
terms of both its charge distribution and the lattice distortion.
The latter is defined by the difference in the carbon−carbon
cond length (BL) with respect to the BL of the pristine GNR.
Figure 1 shows the five possible BLs from which the order
parameter is constructed. Note that BL1 (BL2) is equivalent to
BL5 (BL4).
As a starting point of our investigations, we have studied the

behavior of the band gap value as a function of the e−ph
constant and the GNR width. The results are presented in the
Supporting Information and are in very good agreement with
earlier studies, which justifies the method used in this work. In
the following, we restrict our studies of the features of the
polarons to the parameter space that gives finite band gaps. In
particular, from the two possible families of GNR widths, that
is, 2p and 2p+1,9,12 we limit the presentation below to the 2p
family (n = 4, 6, and 8) because the band gap of the 2p+1
family is essentially zero and no polaron solution is possible.
The results presented in Figure 2 were obtained by varying α

from 3.5 to 10 eV/Å with a step of 0.1 eV/Å for each
nanoribbon. This range of α values includes the value of 6.0
eV/Å obtained by Yan et al.23 The main information presented
in this figure is the combination of widths and the values of α
that can give rise to a charge localization corresponding to a
stable polaron. The atoms in the nanoribbon are labeled
according to Figure 1. The gray scale is a measure of charge
localization in each site of the nanoribbon (displaced on the
horizontal axis) as a function of the e−ph coupling constant
(vertical axis). The higher the charge localization, the darker the
pattern.
Two interesting results stand out. The first, as already

mentioned above, is the absence of a stable polaron solution for
the 2p+1 family of GNRs. In other words, only representatives

Figure 1. Schematic diagram representing the three different BTs
considered in the expression for the vector potential vector. According
to the convention adopted here, the atom index increases from the left
to the right in the x-direction and upward in the y-direction.
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of even families presented charge localization. The second
important result is that the smaller the nanoribbon width, the
higher the charge localization. This result reflects of the
expected tendency of large nanoribbons to reach graphene in
which no stable polaron solution exists. Overall, we have
observed that the following critical values of α were needed in
order to observe stable polarons, considering different GNR
widths: 5.2 eV/Å for n = 4; 7.6 eV/Å for n = 6; and 8.5 eV/Å
for n = 8. Theoretically, it is possible to obtain a polaron
solution above n = 8, but this requires a value of α that is far
outside of the regime of physically reasonable values. Moreover,
from Figure 2, it is possible to conclude for which regimes the
charge-transport mechanism can be described as band-like
transport. Considering e−ph coupling strengths below the
dashed line, it is clear that the charge is completely delocalized
through the system, that is, there is no structure to mediate the
charge transport in the physical picture of quasiparticles in
semiconducting GNRs. It worth mentioning here that the
phase transition from a critical polaron structure toward a
completely delocalized state, depicted in Figure 2, is artificial
because a certain GNR has one specific e−ph coupling strength
value. In this way, this smooth transition indicates that,
considering e−ph coupling strengths higher than a critical
value, the system has a semiconducting behavior and the charge
transport can be mediated by a polaronic structure (e−ph
coupling values above the line).
We now turn to the kinetics of polarons under the influence

of an external electric field. Figure 3 shows how the polaron’s
velocity is related to the e−ph coupling for an electric field of
0.5 mV/Å (Figure 3a) and 2.0 mV/Å (Figure 3b) and for
different GNR widths.
The onset of the polaron velocities naturally coincides with

the different critical values of α needed to observe stable
polarons (see above) and are not electric-field-dependent. A
further increase in the e−ph coupling strength induces larger
lattice distortions and therefore a large polaron effective mass.
This is the reason for the decaying velocities with increasing α.
Also, as should be expected, the higher electric field strength
leads to an increase in the polaron velocities for a given value of
α. We can see that even the decreasing tendency of the carrier

velocity with α values, which is observed to vary among
different widths, remains unaffected (i.e., varies in the same
way) by different values of electric fields. Thus, the presence of
polarons in the lattice is determined by a suitable balance
between e−ph and width, and therefore, the electric field plays
no role in this matter.
A straightforward calculation carried out according to ref 27

shows that the sound velocity in an armchair GNR is
approximately 0.3 Å/fs. With this data at hand, we can analyze
the velocity regime of the polarons and its relation to other
properties of the system. It was found that for electric fields up
to 0.5 mV/Å, the n = 4 nanoribbon presents charge carriers
exclusively with subsonic velocities. As the nanoribbon size
grows, it is possible to obtain supersonic regimes even for this
smaller electric field. This is due to the delocalization observed
in broader nanoribbons that tends to raise the polaron’s
mobility. Although n = 4 presents a large occurrence of
polarons for several values of e−ph constant, their velocities are
observed to be typically small. The n = 6 nanoribbon, for
instance, presents higher mobility of the polarons, particularly
for α values between 7.4 and 8.1 eV/Å. For n = 8, the
occurrence of fast polarons is intermediate, although it falls
even faster with α, and the main concentration of velocities is
around low values. It should be noticed that these distributions
can be inferred from the number of points (which corresponds
to a given polaron) in each regime. As a summary, we observe
an acoustic regime for polarons in n = 4 and a varying, yet α-
dependent, distribution of acoustic and optical polarons for the
other widths. The exception was for odd values of n that do not
present a polaron-mediated transport. Typically, we note that
larger GNRs tend to present a higher incidence of polarons
with larger velocities, but this behaviors exhibits some
saturation effect for n = 8.
Naturally, as we increased the electric field to 2.0 mV/Å

(Figure 3b), even the n = 4 nanoribbon presented supersonic
components, and the occurrence of supersonic polarons
increased for the other widths except for odd values of n,
which were still free of polarons. One interesting feature that
should be emphasized concerns the electric field values for
which these supersonic regimes are observed in GNRs. It is
known that for conjugated polymers, the critical electric field
for a phase transition between the subsonic and supersonic
regimes is on the order of 0.1 mV/Å.28 On the other hand, we

Figure 2. Charge density in the GNRs as a function of the e−ph
coupling constant and for different GNRs: (a) n = 4, (b) n = 6, and (c)
n = 8.

Figure 3. Polaron dynamics in GNRs of different widths subjected to
(a) 0.5 and (b) 2.0 mV/Å electric fields.
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have found that for GNRs, no such transition took place for
fields smaller than 0.5 mV/Å (and even greater for narrower
GNRs). This is due to the very nature of the transport
mechanism in these materials.
Conjugated polymers naturally present localized structures as

charge carriers. In this case, the electric field is merely used to
impose velocity on the system. GNRs, on the other hand, do
not present such (almost) spontaneous localization. Therefore,
the electric field is first necessary to yield some charge
localization, generating the polaron that is following accel-
eration. Thus, the critical electric field to observe such a
transition is, indeed, expected to be higher for GNRs compared
to conjugated polymers. Another interesting remark concerns
the velocities related to Figure 3. It is observed that when we
compare their values to those observed in molecular systems
such as a pentacene crystal,14 the obtained velocities are much
greater than those on the molecular scale yet smaller than those
on the atomic scale.
We now turn to results concerning the polaron dynamics in

GNRs. Figure 4 shows the actual path of a polaron through an

armchair GNR with width n = 6 and with periodic boundary
conditions. The e−ph coupling constant is set to 7.6 eV/Å, and
the external electric field is 1.5 mV/Å, applied in the direction
along the nanoribbon. It is important to note that the
hexagonal grid presented in the figure is a mere representation
of the GNR structure. Therefore, one should take the charge
disposition over bondless regions of the ribbon as a qualitative
pattern.
Two interesting properties stand out in the polarons

dynamics of Figure 4. First is the delay in the polaron response
to the applied electric field, and second is the difference
between the initial and the steady-state extension of the
polaron. Naturally, these two features are connected and have
to do with the aforementioned two-fold role the electric field
plays in polaron dynamics for GNRs. The electric field initially
plays the role of assisting the charge localization in order to
create a stable polaron; it is only after this task is accomplished
that the collective behavior is fully manifested as the movement
through the lattice. One can observe that as time goes by, a
higher degree of localization is achieved. It is important to note
that this is an expected feature derived from the quasi-particle
gain of velocity through the electric field. Therefore, we can
conclude that the applied electric field favors the polaron

stability. It is worth mentioning that after 80 fs, the polaron
achieves a supersonic regime of velocity, which is consistent
with the discussion performed in Figure 3. For the cases shown
in Figure 2, depending on the electric filed and e−ph coupling
strengths for a certain GNR width, the time to arrive at
constant polaron velocities ranges between 60 and 130 fs. In
the case depicted in Figure 4, the polaron reaches its saturation
velocity at about 80 fs.
Figure 5 presents the time evolution of the BL order

parameter of the bonds shown in Figure 1 corresponding to the

charge density presented in Figure 4. Panels (a), (b), and (c)
show the time evolution for BL1, BL2, and BL3, respectively.
As mentioned above, it is obvious from Figure 1 that BL1 and
BL5 are identical. The same holds for BL2 and BL4.
It is interesting to note that the bond lengths BL1, BL2, and

BL3 decrease in the center of the polaron, just as in the case of
conducting polymers. By comparing Figures 4 and 5, we
observe that the charge of the polaron is localized to the region
of BL1 and BL2 and there is no charge in the central region
around BL3. The presence of the charge results in a change in
the bond order in such a way that a compression is favored.
The expansion of BL3 is a compensation effect to the
compression of BL1 and BL2. It is also clear that as the
simulation time increases, the BLs’ distortions become more
and more localized. This is an already reported fact that has to
do with the electric field role of promoting charge
concentration in GNRs by providing velocity to the polaron.
An interesting fact easily noted from the figures is that not

only the deformations associated with charge carriers but also
those originating from the lattice vibrations increase with time.
This can be evaluated by the blurring of the image that is a
manifestation of the phonon normal modes. In other words, as
the polaron travels trough the lattice, a considerable amount of
phonon modes are generated by this movement. Although
these phonons are usually spread over the whole lattice, it is

Figure 4. Polaron dynamics in an n = 6 width armchair nanoribbon
subjected to an electric field of 1.5 mV/Å.

Figure 5. Time evolution of the lattice distortion for BTs from 1 (a) to
5 (e), according to what is defined in Figure 1.
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possible to recognize some vibrations of large amplitudes,
particularly toward the end of the simulation.
In summary, we have performed a systematic numerical

study on charge carrier dynamics in armchair GNRs by means
of a two-dimensional tight-binding model with lattice
relaxation. By comparing different GNR widths and e−ph
constants, we could determine the critical conditions for a
polaron-mediated transport to take place. Our methodology
was able to accurately predict the band gap dependence on the
width of the GNRs as well as their values (results are reported
in the Supporting Information). A careful investigation on the
velocity regimes of polarons was also performed. We observed
that electric fields favor the occurrence of supersonic polarons.
Although the electric field is not able to favor their formation, a
role played by e−ph coupling and width, a considerable gain in
stability was implemented in the polarons. It was also observed
that wider nanoribbons give rise to faster polarons. Their
velocities were determined, and an investigation concerning
their distribution was performed. Finally, the movement of
polarons is followed by different phonons that can, in turn,
interact with the polarons, thus affecting their dynamics.
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